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it accounts for the 
gravitational potential 
wells in which CMB 
acoustic oscillations  
take place: 

Credit: W. Hu website 

Planck 2015:

Relying on the assumption that GR is the theory of gravity; still, it is 
very problematic to explain, e.g., the prominence of the third peak in 
an alternative  theory of gravity and matter consisting of baryons only 

Plenty of (gravitational) evidence for non-baryonic cold (or coldish - as 
opposed to hot) DM being the building block of all structures in the 
Universe. E.g.:

Dark matter (indirectly) detected!

Planck Collaboration: Cosmological parameters
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Fig. 1. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94% of the sky. The best-fit base ⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties.

sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2015). The most highly developed of
these are the CamSpec and revised Plik pipelines. For the
2015 Planck papers, the Plik pipeline was chosen as the base-
line. Column 6 of Table 1 lists the cosmological parameters for
base ⇤CDM determined from the Plik cross-half-mission like-
lihood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations and
multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasise that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on

the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
likelihood and the published 2013 nominal mission parameters
are summarized in column 7 of Table 1. These shifts are within
0.71� except for the parameters ⌧ and Ase�2⌧ which are sen-
sitive to the low multipole polarization likelihood and absolute
calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low level data
processing, beams, sky coverage, etc. and likelihood code also
produce shifts of typically 0.5� or less. The combined e↵ect of
these changes is to introduce parameter shifts relative to PCP13
of less than 0.71�, with the exception of ⌧ and Ase�2⌧. The main
scientific conclusions of PCP13 are therefore consistent with the
2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.
uncorrected) cotemporal systematics are at low levels. This is
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⌦CDMh2 = 0.1198± 0.0015



Plenty of (gravitational) evidence for non-baryonic cold (or coldish - as 
opposed to hot) DM being the building block of all structures in the 
Universe. E.g.:

Dark matter (indirectly) detected!

Bullet cluster:
offset between DM, mapped 
via gravitational lensing, and 
hot gas - the bulk of the 
baryonic matter in the system, 
traced via its X-ray emissivity, 
in the 1E0657-558 cluster

Paraficz et al, 2013

magenta contours: Chandra 
X-ray image; blue contours: 
strong lensing map

12 D. Paraficz

Figure 7. F606W-band image of the Bullet Cluster. The size of the field of view is 15000 ⇥ 25000. The blue contours show the projected
mass density. The red line represent a critical line calculated using Faber-Jackson scaling relation to all cluster members while black line

represents the result from use of the two scaling relation Fundamental Plane to ellipticals and Tully-Fisher for spirals. The magenta lines

represent the contours of the Chandra X-rays brightness map.

existence and nature of dark matter but also provides an
exceptionally strong gravitational telescope.

In this work we have reconstructed a mass map of the
galaxy cluster 1E 0657-56 using strong lensing constraints
and X-rays data. Using deep, high-resolution optical data we
have revised the previously known multiple imaged systems
and identify new ones. As a result our model is based on
14 multiply imaged systems with 3 spectroscopic redshifts.
The model was sampled and optimized in the image plane by
a Bayesian Monte Carlo Markov chain implemented in the
publicly available software Lenstool. Our main conclusions
are as follows:

1. Using the strong lensing mass reconstruction we de-
rive a high-resolution mass map; we get a projected, en-
closed mass M

main

(< 250kpc) = 2.5 ± 0.1 ⇥ 1014M� and
M

sub

(< 250kpc) = 1.7 ± 0.2 ⇥ 1014M�. The main and sub
clump masses are respectively (11 ± 4)% and (27 ± 12)%
smaller to those predicted by (Bradač et al. 2006).

2. We have presented the implementation of the Fun-
damental Plane as a cluster members scaling relation and
X-rays gas mass maps into the strong lensing mass model-
ing.

3. We have found, in agreement with previous models of
1E 0657-56 that the major mass component (cluster scale-
DM halos) is in spatial agreement with the galaxies and not
with the X-rays gas, which confirms the collisionless nature
of dark matter. We detect the main and sub cluster DM peak
being aligned with their BCGs, both clearly o↵set from the
location of the X-ray gas in the system.

4. We have implemented the contribution of the X-ray

Figure 9. Contribution of the galaxy component to the total
mass as a function of radius (centered on the BCG 1). The vertical

dotted line shows the location of the 250 kpc radius where M
gal

=

11± 5%M
tot

.

gas mass in our mass modeling, which improved significantly
the lensing rms model.

The high accuracy mass map we have presented is made
available to the community and can be used to exploit 1E
0657-56 as a gravitational telescope, probing the high red-
shift universe (e.g. Kneib et al. 2004).

c� 0000 RAS, MNRAS 000, 000–000

Relying again on GR as a theory of gravity; again it is very problematic 
to introduce an alternative theory and explain the component 
segregation within a model without DM but having baryons only



(Indirect) detection of dark matter particles?
Jump from this indirect evidence to a specific particle DM candidate?

(review: Bertone, (ed.) e al., 2010)

.. at the same time, very loose 
bounds on the properties which are 
crucial for devising a detection 
strategy for DM particles - the 
mass and coupling to ordinary 
matter.

just a 
subset

Credit: L. Roszkowski 

On one hand: ΛCDM cosmology  
with extraordinarily accurate 
measurement of the mean density 
of DM particles: 

(Planck, 2015 + BAO, SNe Ia, ...)
⌦CDMh2 = 0.1188± 0.0010



(Indirect) detection of dark matter particles?
Jump from the indirect (gravitational) evidence to a particle DM candidate?

(review: Bertone, (ed.) e al., 2010)
just a 
subset

Credit: L. Roszkowski 

E.g.: from the CMB, limits on 
eventual DM electromagnetic 
couplings and on the DM heating 
of the plasma at (moderately) 
recent times, and, from the Bullet 
cluster, limits on the self-
interaction of DM particles 

On one hand: ΛCDM cosmology  
with extraordinarily accurate 
measurement of the mean density 
of DM particles: 

(Planck, 2015 + BAO, SNe Ia, ...)
⌦CDMh2 = 0.1188± 0.0010



Signals of DM particle annihilations or decay
In several frameworks for DM candidates and for early Universe DM 
production mechanisms, one predicts (in principle) detectable signals from 
the pair annihilation or the decay of particles in dark matter halos. 

Sizable couplings between DM and 
“visible” yields occurring also, e.g., 
in freeze-in or non-thermal 
production scenarios.

A very popular scenarios: Weakly Interacting Massive Particles (WIMPs) as 
early Universe thermal relics:
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⌦�h2 ' 3 · 10�27cm�3s�1

h�AviT=Tf

the WIMP “miracle”:

Plenty of WIMPs in BSM setups! 
DM as a byproduct of some other 
property of the theory demanding 
for an extension of the SM (!/?) 



Signals of DM particle annihilations or decay
Look at those yields with clean spectral/angular signatures and/or low or 
well-understood backgrounds from standard astrophysical sources. 

Proposed detection channels include: antimatter (antiproton, antideuteron 
and positron cosmic-ray fluxes at earth), neutrinos (annihilation/decays in 
DM halos, or at the center of the earth, the sun or other stars) and photons 
(prompt or radiative emission).

The most straightforward 
case is GeV-TeV DM 
particles inducing a prompt 
γ-ray signal: photons 
propagate on straight lines 
(geodesics) & absorption by 
the local environment is 
negligible in this band. For a 
given target, just sum all 
contributions along the line 
of sight!

J ⌘ 1

�⇥

Z

�⇥
d⇥

Z

l.o.s.

dl �2
DM

(l)

Only one “astrophysical” uncertainty 
term, to be factorized with respect 
“particle physics” uncertainties 
(emissivity efficiency and spectrum of 
the γ-ray yield per annihilation/decay). 
In case of pair annihilations:

with the DM density in the target
inferred from dynamical observations 
or numerical simulation of DM halos.

⇢DM



Signals of DM particle annihilations or decay
Look at those yields with clean spectral/angular signatures and/or low or 
well-understood backgrounds from standard astrophysical sources. 

Proposed detection channels include: antimatter (antiproton, antideuteron 
and positron cosmic-ray fluxes at earth), neutrinos (annihilation/decays in 
DM halos, or at the center of the earth, the sun or other stars) and photons 
(prompt or radiative emission).

The most straightforward 
case is GeV-TeV DM 
particles inducing a prompt 
γ-ray signal: photons 
propagate on straight lines 
(geodesics) & absorption by 
the local environment is 
negligible in this band. For a 
given target, just sum all 
contributions along the line 
of sight!

J-factor for the Milky Way (?):
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Figure 8: Different emission components. The top left panel shows an all-sky map of the main halo’s diffuse emission (averaged for different observer positions
and over azimuth), while the top right panel shows the emission from all resolved subhalos, from a random position on the Solar circle. The luminosities assigned to
each subhalo include their contribution for all unresolved (sub-)substructure. For simplicity and for better graphical reproduction they have been represented as point
sources that were smoothed with a Gaussian beam of 40arcmin. The bottom left panel gives the expected surface brightness from all unresolved subhalos down to the
free streaming limit, assuming a spherically symmetric halo. This is a very smooth component over the sky that dominates the total flux (its integrated flux is nearly
1.9 times the integrated flux from the main halo). Finally, the bottom right panel shows the total surface brightness from all components together. All maps show the
surface brightness in units of the main halo’s diffuse emission, and use the same mapping to color scale, except for the map of the resolved substructures, where the
scale extends to considerably fainter surface brightness.

22

Springer et al., 2008: Acquarius 
simulation for a Milky-Way-type galaxy



DM γ-ray signals versus γ-ray data
A dramatic improvement in quality and energy coverage of γ-ray data in 
recent years, due to Air-Cherenkov telescopes and satellites detectors, most 
notably the Fermi Gamma-ray Space Telescope: 

– 55 –

Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.

Fermi Coll., 2012: galactic diffuse 
emission: counts in 200 MeV-100 
GeV, after subtracting point 
sources, isotropic extragalactic flux 
& instrumental background; it 
accounts for about 70% of total # 
of counts

-0.50  2.0 Log(Intensity)

smooth main halo emission (MainSm)
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Figure 8: Different emission components. The top left panel shows an all-sky map of the main halo’s diffuse emission (averaged for different observer positions
and over azimuth), while the top right panel shows the emission from all resolved subhalos, from a random position on the Solar circle. The luminosities assigned to
each subhalo include their contribution for all unresolved (sub-)substructure. For simplicity and for better graphical reproduction they have been represented as point
sources that were smoothed with a Gaussian beam of 40arcmin. The bottom left panel gives the expected surface brightness from all unresolved subhalos down to the
free streaming limit, assuming a spherically symmetric halo. This is a very smooth component over the sky that dominates the total flux (its integrated flux is nearly
1.9 times the integrated flux from the main halo). Finally, the bottom right panel shows the total surface brightness from all components together. All maps show the
surface brightness in units of the main halo’s diffuse emission, and use the same mapping to color scale, except for the map of the resolved substructures, where the
scale extends to considerably fainter surface brightness.
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clearly a very poor match with a 
DM annihilation template if 
assumed as dominant emission 
component



DM γ-ray signals versus γ-ray data
A dramatic improvement in quality and energy coverage of γ-ray data in 
recent years, due to Air-Cherenkov telescopes and satellites detectors, most 
notably the Fermi Gamma-ray Space Telescope: 
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Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.
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Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.

prediction (postdiction ?) of counts 
for the Galactic cosmic-ray 
emissivities in model    
Fermi Coll., 2012
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Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.

Fermi Coll., 2012: galactic diffuse 
emission: counts in 200 MeV-100 
GeV, after subtracting point 
sources, isotropic extragalactic flux 
& instrumental background; it 
accounts for about 70% of total # 
of counts



DM γ-ray signals versus γ-ray data
A dramatic improvement in quality and energy coverage of γ-ray data in 
recent years, due to Air-Cherenkov telescopes and satellites detectors, most 
notably the Fermi Gamma-ray Space Telescope: 
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Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.
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in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.
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Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.=
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Fig. 7.— Fractional residual maps, (model � data)/data, in the energy range 200 MeV – 100

GeV. Shown are residuals for model SSZ4R20T150C5 (top) and model SLZ6R20T1C5 (bottom).

The maps have been smoothed with a 0.5� hard-edge kernel, see Figure 6.

After including 
templates for local 
features and the so-
called Fermi Bubbles 
+ little extra tuning, 
residuals shrink to 
below about 10% 

Fractional 
residuals



A subdominant DM term in γ-ray data?
The DM signal does not stand clearly above the background from other 
standard astrophysical processes (unfortunately this is the case in any of the 
tested indirect DM detection channels). What about identifying anyway 
the DM source as a small contribution on top of the bulk of emissivity due 
to cosmic rays?

– 55 –

Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.
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Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.
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Figure 8: Different emission components. The top left panel shows an all-sky map of the main halo’s diffuse emission (averaged for different observer positions
and over azimuth), while the top right panel shows the emission from all resolved subhalos, from a random position on the Solar circle. The luminosities assigned to
each subhalo include their contribution for all unresolved (sub-)substructure. For simplicity and for better graphical reproduction they have been represented as point
sources that were smoothed with a Gaussian beam of 40arcmin. The bottom left panel gives the expected surface brightness from all unresolved subhalos down to the
free streaming limit, assuming a spherically symmetric halo. This is a very smooth component over the sky that dominates the total flux (its integrated flux is nearly
1.9 times the integrated flux from the main halo). Finally, the bottom right panel shows the total surface brightness from all components together. All maps show the
surface brightness in units of the main halo’s diffuse emission, and use the same mapping to color scale, except for the map of the resolved substructures, where the
scale extends to considerably fainter surface brightness.
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dominant

up to 10% 
contribution?

+

A route which may lead to unambiguous results only if both signals 
and backgrounds are well under control!



Two recent results in (apparent) contradiction  
- A tentative indication of a DM signal in the inner region of the Galaxy; 
- A null detection versus dwarf satellites of the Milky Way (DM matter 
  dominated and cleanest targets from the background point of view), 
  setting a very competitive flux limit. 
“Detected” flux and upper limits projected on a plane parametrizing 
particle physics unknowns: in case of pair annihilations (at given final state)
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Fermi Coll. 2015: limits 
excluding thermal cross 
sections for WIMPs 
lighter than 100 GeV!

Hooper et al. 2009-15 + 
several analyses by other 
authors: DM Galactic 
center excess

Are these signals and the relative backgrounds under control?



How much do we know about Galactic cosmic rays?  
Galactic CRs: high energy (sub GeV to several tens of PeV) charged 
particles propagating in the magnetic fields of the Milky Way.  

Solar system: representative of 
nucleo-synthesis in stars, hence of 
what you can accelerate in SNRs

CR sources: Primary CRs most likely accelerated in supernova remnants 
(energetics ok; indirect detection of proton outflows from SNRs from γ-
rays), details of the acceleration mechanism under study. Secondary CRs 
generated in the interaction of primary CRs with the interstellar medium 
along propagation.

C
Fe

Deeps in solar system before C 
and Fe replenished in CRs: 
secondary elements sourced in 
spallation processes

p+ gas ! s+X

(mainly Hydrogen & Helium)

3 Galactic cosmic rays

(Z = 21− 25) group are much more abundant in
cosmic rays than in the solar system. We explain
this later as a propagation effect: The elements from the Li-Be-B group are produced as
secondaries in cosmic rays interactions in the Galaxy.

Figure 3.2: Abundance of elements mea-
sured in cosmic rays compared
to the solar system abun-
dance, from Ref. [5].

Second, the spectra shown in Fig. 3.1 are above
a few GeV power-laws, practically without any
spectral features. The total cosmic ray spectrum
is

I(E) ∼ 1.8E−α particles

cm2 s st GeV
(3.5)

in the energy range from a few GeV to 100 TeV
with α ≈ 2.7. Around 1015 eV (the “knee”), the
slope steepens from α ≈ 2.7 to α ≈ 3.0. The spec-
trum above 1018 eV will be discussed in Chap-
ter 6.
The power-law form of the cosmic ray spec-

trum indicates that they are produced via non-
thermal processes, in contrast to all other radi-
ation sources like e.g. stars or (super-) novae
known until the 1950’s.
Third, small differences in the exponent α of

the power-law for different elements are visible:
The relative contribution of heavy elements increases with energy.
The kinetic energy density of cosmic rays is

ρCR =

∫

dE Ekn(E) = 4π

∫

dE
Ek

v
I(E) . (3.6)

Extrapolated outside the reach of the solar wind, it is

ρCR ≈ 0.8 eV/cm3 (3.7)

compared to the average energy density ρb ≈ 100 eV/cm3 of baryons in the Universe, of star
light ρlight ≈ 5 eV/cm3 in the disc, and in magnetic fields ρmag = 0.5 eV/cm3 for B = 6µG.
If the local value of ρCR would be representative for the Universe, 1% of the energy of all
baryons would be in the form of relativistic particles. This is rather unlikely and suggests
that cosmic rays are accumulated in the Galaxy.

Solar modulations When cosmic rays enter our Solar System, they must overcome the
outward-flowing solar wind. This wind impedes and slows the incoming cosmic rays, reducing
their energy and preventing the lowest energy ones from reaching the Earth. This effect is
known as solar modulation. The Sun has an 11-year activity cycle which is reflected in the
ability of the solar wind to modulate cosmic rays. As a result, the cosmic ray intensity at
Earth is anti-correlated with the level of solar activity, i.e., when solar activity is high and
there are lots of sunspots, the cosmic ray intensity at Earth is low, and vice versa.
Since the number of cosmic rays increases with decreasing energy, most cosmic rays are not

visible to us. This suppression effect at energies below a few GeV is clearly visible in Fig. 3.3,
where the intensity of oxygen is shown for three different periods.
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How much do we know about Galactic cosmic rays?  
For s and p coupled by spallation processes, the corresponding densities:

3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then

dnp

dX
= −

np

λp
, (3.22a)

dns

dX
= −

ns

λs
+

pspnp

λp
, (3.22b)

where X =
∫

dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio

ns

np
=

pspλs
λs − λp

[

exp

(
X

λp
−

X

λs

)

− 1

]

. (3.23)

If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.

3.2 Propagation of Galactic cosmic rays

Cascade equation We want to explain the large over-abundance of the group Li-Be-B in
cosmic rays compared to the Solar system. We consider two species, primaries with number
density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then
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where X =
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dl ρ(l) measures the amount of traversed matter, λi = m/σi are the interaction
lengths (in gr/cm2), and psp = σsp/σtot is the spallation probability.
The system Eqs. (3.22) can be easily solved (Exercise 3.1) and using as initial condition

ns(0) = 0 we obtain as ratio
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If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains

I ′(E′) ≃ I(E)

[

1 +

(

2−
d ln I

d lnE′

)
u · p
p

]

. (3.20)

Thus the dipole anisotropy due to the Compton-Getting effect has the amplitude

δCG ≡
Imax − Imin

Imax + Imin
=

(

2−
d ln I

d lnE

)

u . (3.21)

The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
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u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
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If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.
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If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.
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If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
one obtains
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The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.
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If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.

20

10 Gevat

at

⇒

3 Galactic cosmic rays

f(r,p). Expanding in the small parameter p− p′ ≈ −pu, it follows

f ′(p′) = f(p′)− pu ·
∂f(p′)

∂p′
+O(u2) = f(p′)

(

1−
u · p
p

d ln f

d ln p′

)

. (3.19)

Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
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The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.
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If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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Since u ≡ |u| ≪ 1, the anisotropy induced by the Compton-Getting effect is dominated by the
lowest moment, i.e. its dipole moment. Changing to the differential intensity I(E) = p2f(p),
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The Sun moves with u⊙ = 220 km/s around the center of the Milky Way. Most likely, the
local “cosmic ray rest frame” is co-rotating with the nearby stars and the relevant velocity
u for the CG effect is therefore much smaller. Taking into account the observed spectrum
I(E) ∝ E−2.7 of cosmic rays below the knee, the Compton-Getting effect should results in a
dipole anisotropy which amplitude is bounded by δCG = (2 + 2.7)u <∼ 0.4%.
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density np and secondaries with number density ns. If the two species are coupled by the
spallation process p → s+X, then
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If we consider as secondaries a group like Li-Be-B that has a much smaller abundance in
the solar system than in cosmic rays, most of them have to be produced by spallation from
heavier elements like the C-N-O group. With λCNO ≈ 6.7 g/cm2, λLiBeB ≈ 10 g/cm2, and
psp ≈ 0.35 measured at accelerators, the observed ratio 0.25 is reproduced for X ≈ 4.3 g/cm2,
see Fig. 3.6.
With h = 300 pc ≈ 1021 cm as thickness of the Galactic disc, nH ≈ 1/cm3 as density of

the interstellar medium, a cosmic ray following a straight line perpendicular the disc crosses
only X = mHnHh ≈ 10−3g/cm2. The residence time of cosmic rays in the galaxy follows
as t ∼ (4.3/10−3)(h/c) ∼ 1.4 × 1014s ∼ 5 × 106 yr. This result can only be explained, if the
propagation of cosmic rays resembles a random-walk. Moreover, it suggests that acceleration
and propagation can be treated separately.
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Assuming quasi-linear theory (magnetic field turbulent comp. small 
compared to regular comp.) the propagation equation takes the form:

3

zh D0 α va βinj,nuc βinj,e dvc/dz χ2
red color

kpc 1028 cm2s−1 km/s km/s kpc−1 (d.f.=19) coding

B0 4 3.3 1/3 35 1.85/2.36 1.50/2.54 0 0.67 blue

B1 1 0.81 1/3 35 1.65/2.36 1.50/2.54 0 0.77 green

B2 10 6.1 1/3 35 1.85/2.36 1.50/2.54 0 0.74 red

B3 4 3.25 1/3 45 1.85/2.36 1.50/2.54 10 0.84 orange

B4 4 1.68 1/2 22 2.4/2.2 2.1/2.54 0 0.86 cyan

B5 10 2.8 · e|z|/zs 1/3 35 1.85/2.36 1.50/2.54 0 0.66 magenta

TABLE I: Benchmark models of propagation. The spectral index break for protons and electrons is at 9 and 4 GeV, respectively,
in the cases with Kolmogorov diffusion, and at 40 and 10 GeV in the Kraichnan case. The scale of diffusion in the model B5
is taken to be zs = 4 kpc.

II. COSMIC-RAY PROPAGATION IN THE GALAXY

We adopt the description of cosmic-rays as particles propagating in a determinate environment (i.e., disregarding
the effects induced on the ISM by the interaction with CRs). The CR propagation equation for a particle species i
can be written in the form [? ]:

∂ni(r⃗, p, t)

∂t
= ∇⃗ · (Dxx∇⃗ni − v⃗c ni) +

∂

∂p
p2Dpp

∂

∂p

1

p2
ni −

∂

∂p

[

ṗ ni −
p

3
(∇⃗ · v⃗c)ni

]

+ q(r⃗, p, t) +
ni

τf
+

ni

τr
(1)

where ni is the number density per particle momentum (ni(p)dp = Ni(E)dE, with Ni(E)dE being the number density
in the energy interval (E, E + dE)), q is the source term, Dxx is the spatial diffusion coefficient along the regular
magnetic field lines, v⃗c is the velocity of the Galactic wind, Dpp is the coefficient of the diffusion in momentum space, ṗ
is the momentum loss rate, and τf and τr are the time scales for fragmentation loss and radioactive decay, respectively.

The transport equation is solved numerically and assuming a cylindrical symmetry, with halo boundaries at disc
radius R = 20 kpc and half-thickness zh as described below. We exploited a modified version of the GALPROP code [?
]. The main modifications consist in introducing by input the spatial and spectral profiles of the DM source (computed
within the DarkSUSYpackage [? ]), and in including the possibility of a spatially varying diffusion coefficient.

In the following, we mainly consider one-zone models with isotropic diffusion, which can be regarded as the most
extensively tested models of the recent past (see, e.g., Ref. [? ] for a review).

Our approach is to perform self-consistent tests in the local region and the parameters in Eq. ?? are chosen to
strictly reproduce the local directly-observed spectra of nuclei and electrons.

The goal of the paper is to study the possibility of disentangling the diffuse signals originated from two different
sources, CRs and DM, having different spatial distributions. The CR injection source is confined to the Galactic
plane, while the DM profile has a spherical shape. The region with intermediate and large z is thus the best target
for the analysis. The propagation reshuffles the distribution of the two populations of electrons (and thus IC and
bremsstrahlung signals), and the γ-ray signal associated to the decays of CR pions. The scaling of the signal along
the z-direction is affected by almost any quantity entering in the transport equation, such as the description of the
diffusion, the wind velocity, the magnetic field structure, and the ISRF distribution. Moreover, it is dramatically
sensitive to the height of the propagation halo, namely, to the boundary condition along the z-axis.

We are not interested in performing a full scan of the propagation parameters space and estimate the corresponding
uncertainties in the CR spectra (see, e.g., Refs. [? ? ]); rather, we want to investigate how different scalings along
the z-direction due to different propagation models can affect the predictions for the signal to background ratio. We
consider six benchmark scenarios of propagation and injection spectra, which are summarized in Table 1. In the
following, we motivate our selection.

Halo height: In addition to the ”conventional” model having zh =4 kpc (named B0), we consider two models of
propagation in which the halo height has been set to zh=1 kpc (model B1) and zh=10 kpc (model B2). The strongest
constraints on the halo height is given by the ”radioactive clocks”, namely, unstable secondaries. Indeed, the ratio
between stable and decaying isotopes is sensitive to the CR confinement time, which is in turn related to the halo
height (and the diffusion coefficient). At present, the most precise measurements is the ratio 10Be/9Be, with the
unstable 10Be decaying in 106 years. In Fig. ??a, we show the spectra of the 10Be/9Be ratio. As expected, zh =4
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TABLE II: We report here the main parameters of the reference CR propagation models used in this work. The KOL and
CON models have a break in rigidity the nuclei source spectra γ at respectively, 11 GV and 9 GV. The modulation potential
Φ refers to the fit of proton PAMELA data only.

Model zt(kpc) δ D0(1028cm2/s) η vA(km/s) γ dvc/dz(km/s/kpc) χ2
B/C χ2

p Φ (GV) χ2
p̄ Color in Fig.s

KRA 4 0.50 2.64 −0.39 14.2 2.35 0 0.6 0.47 0.67 0.59 Red

KOL 4 0.33 4.46 1. 36. 1.78/2.45 0 0.4 0.3 0.36 1.84 Blue

THN 0.5 0.50 0.31 −0.27 11.6 2.35 0 0.7 0.46 0.70 0.73 Green

THK 10 0.50 4.75 −0.15 14.1 2.35 0 0.7 0.55 0.69 0.62 Orange

CON 4 0.6 0.97 1. 38.1 1.62/2.35 50 0.4 0.53 0.21 1.32 Gray

The last term on the left-hand side of Eq. (15) describes diffusive reacceleration of CRs in the turbulent galactic
magnetic field. In agreement with the quasilinear theory we assume the diffusion coefficient in momentum space Dpp

to be related to the spatial diffusion coefficient by the relationship (see e.g., [75])

Dpp =
4

3δ(4− δ2)(4− δ)

v2A p2

D
, (18)

where vA is the Alfvén velocity. Here we assume that diffusive reacceleration takes place in the entire diffusive halo.
For the CRs generated by standard astrophysical sources, Qi(p, r, z) will describe the distribution and injection

spectrum of SNRs, which we parametrize as

Qi(Ek, r, z) = fS(r, z) q0,i

(

ρ(Ek)

ρ0

)−γi

, (19)

In this paper we assume the same source spectral index γi = γ for all nuclear species unless differently stated. We
require the source spatial distribution fS(r, z) to trace that of Galactic supernova remnants inferred from pulsars and
stellar catalogues as given in [78]. We checked that other distributions, among those usually adopted in the literature,
do not affect significantly our results. For the case of DM annihilations, the source is given above in Eq. (8) where the
antiproton yield per annihilation dNp̄/dE is obtained interfacing the numerical code with the DarkSUSY package [79],
in turn linking to simulations with the PYTHIA Monte Carlo, except for the heavy WIMPs models for which tables
provided by [45] are used instead.
Secondary antiprotons are generated in the interaction of primary CRs with the interstellar gas. The ISM gas is

composed mainly by molecular, atomic and ionized hydrogen (respectively, H2, HI and HII). Here we adopt the same
distributions as in [25, 80]. Following [81] we take the He/H numerical fraction in the ISM to be 0.11. We have tested
that different models for the gas distribution (i.e., [82, 83]) affects marginally the fitted model parameters and hence
the predicted antiproton spectra.
The diffusion equation offers just an effective description of the CR transport in the Galaxy. The main parameters

determining the propagated distribution and spectrum of CR nuclei are the normalization of the diffusion coefficient
D0, its vertical scale zt and its rigidity slope δ, the Alfvén velocity vA and the convection velocity vc(R, z). Presently
available observations of secondary/primary ratios, like the B/C, or unstable/stable ratios, like 10Be/9Be allow to
determine such parameters only up to large uncertainties (see [9] for a reference list of the experimental data).
Moreover, secondary-to-primary ratios are sensitive only to the ratio D0/zt, while unstable-to-stable ratios, that
are somewhat more sensitive to D0 and zt separately and can therefore break the degeneracy, suffer from large
experimental uncertainties. Therefore, the half-height of the diffusion region zt is poorly constrained by CR nuclei
observations. Radio and γ-ray observations are more sensitive to zt and seem to disfavor small values zt ! 1 kpc (see
e.g., the recent works [84, 85]). To place an upper bound on zt requires instead more careful analyses. However, the
parameter zt might affect significantly the flux expected from DM sources, as they are also distributed in the galactic
halo. Also the antiproton fraction reaching the Earth from the galactic center region depends strongly on zt. For
this reasons, we consider 5 different reference models, encompassing a range of possible propagation regimes, which
we summarize in Table II: Models KRA, THN and THK assume Kraichnan type turbulence (δ = 0.5) but differ in
the adopted height of the diffusion zone in order to probe the effect of varying this parameter on the p̄ flux; the KOL
model assumes instead Kolmogorov turbulence (δ = 0.33); the CON model considers convective effects. All these
models are chosen in such a way as to minimize the combined χ2 against B/C and the proton spectrum data under the
requirement to get χ2 < 1 for each of those channels. An accurate modeling of proton data is crucial since protons are
the main primaries of secondary antiprotons. For the first time in the context of secondary antiproton computations,
the proton spectrum is fitted against the high precision data recently released by the PAMELA collaboration [86]. We
also checked that the 4He spectrum measured by the same experiment is reproduced by each of those models. The
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TABLE II: We report here the main parameters of the reference CR propagation models used in this work. The KOL and
CON models have a break in rigidity the nuclei source spectra γ at respectively, 11 GV and 9 GV. The modulation potential
Φ refers to the fit of proton PAMELA data only.
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The last term on the left-hand side of Eq. (15) describes diffusive reacceleration of CRs in the turbulent galactic
magnetic field. In agreement with the quasilinear theory we assume the diffusion coefficient in momentum space Dpp

to be related to the spatial diffusion coefficient by the relationship (see e.g., [75])

Dpp =
4

3δ(4− δ2)(4− δ)

v2A p2

D
, (18)

where vA is the Alfvén velocity. Here we assume that diffusive reacceleration takes place in the entire diffusive halo.
For the CRs generated by standard astrophysical sources, Qi(p, r, z) will describe the distribution and injection

spectrum of SNRs, which we parametrize as

Qi(Ek, r, z) = fS(r, z) q0,i

(

ρ(Ek)

ρ0

)−γi

, (19)

In this paper we assume the same source spectral index γi = γ for all nuclear species unless differently stated. We
require the source spatial distribution fS(r, z) to trace that of Galactic supernova remnants inferred from pulsars and
stellar catalogues as given in [78]. We checked that other distributions, among those usually adopted in the literature,
do not affect significantly our results. For the case of DM annihilations, the source is given above in Eq. (8) where the
antiproton yield per annihilation dNp̄/dE is obtained interfacing the numerical code with the DarkSUSY package [79],
in turn linking to simulations with the PYTHIA Monte Carlo, except for the heavy WIMPs models for which tables
provided by [45] are used instead.
Secondary antiprotons are generated in the interaction of primary CRs with the interstellar gas. The ISM gas is

composed mainly by molecular, atomic and ionized hydrogen (respectively, H2, HI and HII). Here we adopt the same
distributions as in [25, 80]. Following [81] we take the He/H numerical fraction in the ISM to be 0.11. We have tested
that different models for the gas distribution (i.e., [82, 83]) affects marginally the fitted model parameters and hence
the predicted antiproton spectra.
The diffusion equation offers just an effective description of the CR transport in the Galaxy. The main parameters

determining the propagated distribution and spectrum of CR nuclei are the normalization of the diffusion coefficient
D0, its vertical scale zt and its rigidity slope δ, the Alfvén velocity vA and the convection velocity vc(R, z). Presently
available observations of secondary/primary ratios, like the B/C, or unstable/stable ratios, like 10Be/9Be allow to
determine such parameters only up to large uncertainties (see [9] for a reference list of the experimental data).
Moreover, secondary-to-primary ratios are sensitive only to the ratio D0/zt, while unstable-to-stable ratios, that
are somewhat more sensitive to D0 and zt separately and can therefore break the degeneracy, suffer from large
experimental uncertainties. Therefore, the half-height of the diffusion region zt is poorly constrained by CR nuclei
observations. Radio and γ-ray observations are more sensitive to zt and seem to disfavor small values zt ! 1 kpc (see
e.g., the recent works [84, 85]). To place an upper bound on zt requires instead more careful analyses. However, the
parameter zt might affect significantly the flux expected from DM sources, as they are also distributed in the galactic
halo. Also the antiproton fraction reaching the Earth from the galactic center region depends strongly on zt. For
this reasons, we consider 5 different reference models, encompassing a range of possible propagation regimes, which
we summarize in Table II: Models KRA, THN and THK assume Kraichnan type turbulence (δ = 0.5) but differ in
the adopted height of the diffusion zone in order to probe the effect of varying this parameter on the p̄ flux; the KOL
model assumes instead Kolmogorov turbulence (δ = 0.33); the CON model considers convective effects. All these
models are chosen in such a way as to minimize the combined χ2 against B/C and the proton spectrum data under the
requirement to get χ2 < 1 for each of those channels. An accurate modeling of proton data is crucial since protons are
the main primaries of secondary antiprotons. For the first time in the context of secondary antiproton computations,
the proton spectrum is fitted against the high precision data recently released by the PAMELA collaboration [86]. We
also checked that the 4He spectrum measured by the same experiment is reproduced by each of those models. The
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FIG. 2: Left panel: Comparison of reference models with B/C data (solid: modulated with a potential of 550 MV, dashed:
with a potential of 300 MV or 220 MV, see Sec. III). KRA (red), KOL (blue), THN (green), THK (orange), CON (gray), see
Table II. Right panel: The proton spectrum computed for the same models modulated with a potential given in Table II are
compared with PAMELA data [86].

FIG. 3: The 10Be/9Be ratio computed for the reference models in Table II, modulated with a potential Φ = 400 MV. The color
coding is the same as in Fig. 2.

measured spectrum above a few GeV. At lower energies the KOL model underproduces p̄ (see Fig. 5). This is a well
known feature of models with strong reacceleration (see e.g., [9]). From the right panel of Fig. 5 we see that the
maximal scatter on the secondary proton spectrum amounts to ±30 % in the 0.1÷ 102 GeV energy range which turns
into significant uncertainties on the room possibly left for a DM p̄ component.
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FIG. 2: Left panel: Comparison of reference models with B/C data (solid: modulated with a potential of 550 MV, dashed:
with a potential of 300 MV or 220 MV, see Sec. III). KRA (red), KOL (blue), THN (green), THK (orange), CON (gray), see
Table II. Right panel: The proton spectrum computed for the same models modulated with a potential given in Table II are
compared with PAMELA data [86].

FIG. 3: The 10Be/9Be ratio computed for the reference models in Table II, modulated with a potential Φ = 400 MV. The color
coding is the same as in Fig. 2.

measured spectrum above a few GeV. At lower energies the KOL model underproduces p̄ (see Fig. 5). This is a well
known feature of models with strong reacceleration (see e.g., [9]). From the right panel of Fig. 5 we see that the
maximal scatter on the secondary proton spectrum amounts to ±30 % in the 0.1÷ 102 GeV energy range which turns
into significant uncertainties on the room possibly left for a DM p̄ component.
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TABLE II: We report here the main parameters of the reference CR propagation models used in this work. The KOL and
CON models have a break in rigidity the nuclei source spectra γ at respectively, 11 GV and 9 GV. The modulation potential
Φ refers to the fit of proton PAMELA data only.

Model zt(kpc) δ D0(1028cm2/s) η vA(km/s) γ dvc/dz(km/s/kpc) χ2
B/C χ2

p Φ (GV) χ2
p̄ Color in Fig.s

KRA 4 0.50 2.64 −0.39 14.2 2.35 0 0.6 0.47 0.67 0.59 Red

KOL 4 0.33 4.46 1. 36. 1.78/2.45 0 0.4 0.3 0.36 1.84 Blue

THN 0.5 0.50 0.31 −0.27 11.6 2.35 0 0.7 0.46 0.70 0.73 Green

THK 10 0.50 4.75 −0.15 14.1 2.35 0 0.7 0.55 0.69 0.62 Orange

CON 4 0.6 0.97 1. 38.1 1.62/2.35 50 0.4 0.53 0.21 1.32 Gray

The last term on the left-hand side of Eq. (15) describes diffusive reacceleration of CRs in the turbulent galactic
magnetic field. In agreement with the quasilinear theory we assume the diffusion coefficient in momentum space Dpp

to be related to the spatial diffusion coefficient by the relationship (see e.g., [75])

Dpp =
4

3δ(4− δ2)(4− δ)

v2A p2

D
, (18)

where vA is the Alfvén velocity. Here we assume that diffusive reacceleration takes place in the entire diffusive halo.
For the CRs generated by standard astrophysical sources, Qi(p, r, z) will describe the distribution and injection

spectrum of SNRs, which we parametrize as

Qi(Ek, r, z) = fS(r, z) q0,i

(

ρ(Ek)

ρ0

)−γi

, (19)

In this paper we assume the same source spectral index γi = γ for all nuclear species unless differently stated. We
require the source spatial distribution fS(r, z) to trace that of Galactic supernova remnants inferred from pulsars and
stellar catalogues as given in [78]. We checked that other distributions, among those usually adopted in the literature,
do not affect significantly our results. For the case of DM annihilations, the source is given above in Eq. (8) where the
antiproton yield per annihilation dNp̄/dE is obtained interfacing the numerical code with the DarkSUSY package [79],
in turn linking to simulations with the PYTHIA Monte Carlo, except for the heavy WIMPs models for which tables
provided by [45] are used instead.
Secondary antiprotons are generated in the interaction of primary CRs with the interstellar gas. The ISM gas is

composed mainly by molecular, atomic and ionized hydrogen (respectively, H2, HI and HII). Here we adopt the same
distributions as in [25, 80]. Following [81] we take the He/H numerical fraction in the ISM to be 0.11. We have tested
that different models for the gas distribution (i.e., [82, 83]) affects marginally the fitted model parameters and hence
the predicted antiproton spectra.
The diffusion equation offers just an effective description of the CR transport in the Galaxy. The main parameters

determining the propagated distribution and spectrum of CR nuclei are the normalization of the diffusion coefficient
D0, its vertical scale zt and its rigidity slope δ, the Alfvén velocity vA and the convection velocity vc(R, z). Presently
available observations of secondary/primary ratios, like the B/C, or unstable/stable ratios, like 10Be/9Be allow to
determine such parameters only up to large uncertainties (see [9] for a reference list of the experimental data).
Moreover, secondary-to-primary ratios are sensitive only to the ratio D0/zt, while unstable-to-stable ratios, that
are somewhat more sensitive to D0 and zt separately and can therefore break the degeneracy, suffer from large
experimental uncertainties. Therefore, the half-height of the diffusion region zt is poorly constrained by CR nuclei
observations. Radio and γ-ray observations are more sensitive to zt and seem to disfavor small values zt ! 1 kpc (see
e.g., the recent works [84, 85]). To place an upper bound on zt requires instead more careful analyses. However, the
parameter zt might affect significantly the flux expected from DM sources, as they are also distributed in the galactic
halo. Also the antiproton fraction reaching the Earth from the galactic center region depends strongly on zt. For
this reasons, we consider 5 different reference models, encompassing a range of possible propagation regimes, which
we summarize in Table II: Models KRA, THN and THK assume Kraichnan type turbulence (δ = 0.5) but differ in
the adopted height of the diffusion zone in order to probe the effect of varying this parameter on the p̄ flux; the KOL
model assumes instead Kolmogorov turbulence (δ = 0.33); the CON model considers convective effects. All these
models are chosen in such a way as to minimize the combined χ2 against B/C and the proton spectrum data under the
requirement to get χ2 < 1 for each of those channels. An accurate modeling of proton data is crucial since protons are
the main primaries of secondary antiprotons. For the first time in the context of secondary antiproton computations,
the proton spectrum is fitted against the high precision data recently released by the PAMELA collaboration [86]. We
also checked that the 4He spectrum measured by the same experiment is reproduced by each of those models. The
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TABLE II: We report here the main parameters of the reference CR propagation models used in this work. The KOL and
CON models have a break in rigidity the nuclei source spectra γ at respectively, 11 GV and 9 GV. The modulation potential
Φ refers to the fit of proton PAMELA data only.
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The last term on the left-hand side of Eq. (15) describes diffusive reacceleration of CRs in the turbulent galactic
magnetic field. In agreement with the quasilinear theory we assume the diffusion coefficient in momentum space Dpp

to be related to the spatial diffusion coefficient by the relationship (see e.g., [75])
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3δ(4− δ2)(4− δ)

v2A p2

D
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where vA is the Alfvén velocity. Here we assume that diffusive reacceleration takes place in the entire diffusive halo.
For the CRs generated by standard astrophysical sources, Qi(p, r, z) will describe the distribution and injection

spectrum of SNRs, which we parametrize as
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In this paper we assume the same source spectral index γi = γ for all nuclear species unless differently stated. We
require the source spatial distribution fS(r, z) to trace that of Galactic supernova remnants inferred from pulsars and
stellar catalogues as given in [78]. We checked that other distributions, among those usually adopted in the literature,
do not affect significantly our results. For the case of DM annihilations, the source is given above in Eq. (8) where the
antiproton yield per annihilation dNp̄/dE is obtained interfacing the numerical code with the DarkSUSY package [79],
in turn linking to simulations with the PYTHIA Monte Carlo, except for the heavy WIMPs models for which tables
provided by [45] are used instead.
Secondary antiprotons are generated in the interaction of primary CRs with the interstellar gas. The ISM gas is

composed mainly by molecular, atomic and ionized hydrogen (respectively, H2, HI and HII). Here we adopt the same
distributions as in [25, 80]. Following [81] we take the He/H numerical fraction in the ISM to be 0.11. We have tested
that different models for the gas distribution (i.e., [82, 83]) affects marginally the fitted model parameters and hence
the predicted antiproton spectra.
The diffusion equation offers just an effective description of the CR transport in the Galaxy. The main parameters

determining the propagated distribution and spectrum of CR nuclei are the normalization of the diffusion coefficient
D0, its vertical scale zt and its rigidity slope δ, the Alfvén velocity vA and the convection velocity vc(R, z). Presently
available observations of secondary/primary ratios, like the B/C, or unstable/stable ratios, like 10Be/9Be allow to
determine such parameters only up to large uncertainties (see [9] for a reference list of the experimental data).
Moreover, secondary-to-primary ratios are sensitive only to the ratio D0/zt, while unstable-to-stable ratios, that
are somewhat more sensitive to D0 and zt separately and can therefore break the degeneracy, suffer from large
experimental uncertainties. Therefore, the half-height of the diffusion region zt is poorly constrained by CR nuclei
observations. Radio and γ-ray observations are more sensitive to zt and seem to disfavor small values zt ! 1 kpc (see
e.g., the recent works [84, 85]). To place an upper bound on zt requires instead more careful analyses. However, the
parameter zt might affect significantly the flux expected from DM sources, as they are also distributed in the galactic
halo. Also the antiproton fraction reaching the Earth from the galactic center region depends strongly on zt. For
this reasons, we consider 5 different reference models, encompassing a range of possible propagation regimes, which
we summarize in Table II: Models KRA, THN and THK assume Kraichnan type turbulence (δ = 0.5) but differ in
the adopted height of the diffusion zone in order to probe the effect of varying this parameter on the p̄ flux; the KOL
model assumes instead Kolmogorov turbulence (δ = 0.33); the CON model considers convective effects. All these
models are chosen in such a way as to minimize the combined χ2 against B/C and the proton spectrum data under the
requirement to get χ2 < 1 for each of those channels. An accurate modeling of proton data is crucial since protons are
the main primaries of secondary antiprotons. For the first time in the context of secondary antiproton computations,
the proton spectrum is fitted against the high precision data recently released by the PAMELA collaboration [86]. We
also checked that the 4He spectrum measured by the same experiment is reproduced by each of those models. The

“reference” Krainchnan model

Kolmogorov model“thin” model
“thick” model “convective” model

An effective approach, with no parameter derived from first principles!

Ev
ol

i, 
C

ho
lis

, G
ra

ss
o,

 M
ac

ci
on

e 
&

 P
U

, 2
01

2

... and can be used to make a prediction for specular processes: 11

FIG. 2: Left panel: Comparison of reference models with B/C data (solid: modulated with a potential of 550 MV, dashed:
with a potential of 300 MV or 220 MV, see Sec. III). KRA (red), KOL (blue), THN (green), THK (orange), CON (gray), see
Table II. Right panel: The proton spectrum computed for the same models modulated with a potential given in Table II are
compared with PAMELA data [86].

FIG. 3: The 10Be/9Be ratio computed for the reference models in Table II, modulated with a potential Φ = 400 MV. The color
coding is the same as in Fig. 2.

measured spectrum above a few GeV. At lower energies the KOL model underproduces p̄ (see Fig. 5). This is a well
known feature of models with strong reacceleration (see e.g., [9]). From the right panel of Fig. 5 we see that the
maximal scatter on the secondary proton spectrum amounts to ±30 % in the 0.1÷ 102 GeV energy range which turns
into significant uncertainties on the room possibly left for a DM p̄ component.

secondary/primary B/C

12

FIG. 4: Left panel: Comparison of the local spectrum of secondary antiprotons for different propagation models (modulated
with a potential as given in Table II). Right panel: Fractional ratio between the different local spectrum and the KRA model.

B. Antiprotons from WIMP annihilations

For the same set of diffusion models we have just introduced, in Fig. 5 we show the predictions obtained with
DRAGON for a first sample WIMP model, a pure Wino with mass equal to 200 GeV, annihilating in pairs into W-
bosons with a cross section of ⟨σv⟩ = 2× 10−24 cm3s−1. For each propagation model results are shown for the three
spherical DM distributions introduced in Table I. As evident from the plot, the antiproton flux from WIMP DM
annihilations is much more dependent upon the propagation model than the secondary component. Predictions are
also clearly sensitive to how the source function changes away from the local neighborhood (the three halo profiles
are normalized in the same way at the local galactocentric distance), with the local antiproton flux being in some of
the models significantly larger for DM density profiles which are enhanced in the galactic center region. Summing the
two effects, the spread in the predictions for this single DM candidate is larger than a factor of 40, to be compared
to the 30% spread at low energy in the secondary component (also compare the left hand side of Fig. 4 and Fig. 5).
The range of uncertainty found here is comparable to what has been found in previous studies in the literature [8, 22]
and brings in a number of questions that we are going to address in detail in the next section discussing locality or
nonlocality issues.

IV. LOCALITY TESTS

To discuss the origin of the discrepancies in the ratio between the signal from DM annihilations and the background
from secondary production within the set of propagation models and dark matter distributions we are considering, it
is important to study the dependence of the antiproton flux at our location in the Galaxy as a function of the position
where the antiprotons are generated in the two cases.
We start by testing a close analogue in our numerical solution of what would be the local response in the p̄ flux to a

point DM source of p̄ if we would implement a solution of the propagation equation with the Green function method.
Since we are working with a numerical code which assumes cylindrical symmetry and finite step size in radial (∆R)
and vertical (∆z) directions, we define a “ringlike” source function on our grid:

Qp̄(R, z; R̄, z̄) ∝
1

R∆R∆z
, R̄−∆R/2 < R < R̄+∆R/2 z̄ −∆z/2 < z < z̄ +∆z/2 (20)

0 otherwise

i.e., a source with ring shape and parallel to the Galactic plane, which we will normalize setting to 1 the flux for a
“ringlike” source of R = R⊙. All results for DM components shown in this section are obtained assuming the 200
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Some excitement with AMS (preliminary) p data:  

AMS has reported preliminary data on the antiproton to proton data at 
largest energies accessed so far, with a visual mismatch with respect to B/C: 
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p/p ratio flat at high energy as opposed to a declining B/C ratio! Room 
(evidence) for a DM component?
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Some excitement with AMS (preliminary) p data:  

AMS has reported preliminary data on the antiproton to proton data at 
largest energies accessed so far, with a visual mismatch with respect to B/C: 

at

65 
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_

Figure 2: The combined total uncertainty on the predicted secondary p̄/p ratio, superim-

posed to the older Pamela data [53] and the new Ams-02 data. The curve labelled ‘fiducial’ assumes

the reference values for the di↵erent contributions to the uncertainties: best fit proton and helium

fluxes, central values for the cross sections, Med propagation and central value for the Fisk potential.

We stress however that the whole uncertainty band can be spanned within the errors.

than primary, p̄/p flux. Notice that the shaded yellow area does not coincide with the Min-
Med-Max envelope (see in particular between 50 and 100 GeV): this is not surprising, as it
just reflects the fact that the choices of the parameters which minimize and maximize the p̄/p
secondaries are slightly di↵erent from those of the primaries. However, the discrepancy is not
very large. We also notice for completeness that an additional source of uncertainty a↵ects the
energy loss processes. Among these, the most relevant ones are the energy distribution in the
outcome of inelastic but non-annihilating interactions or elastic scatterings to the extent they
do not fully peak in the forward direction, as commonly assumed [55]. Although no detailed
assessment of these uncertainties exists in the literature, they should a↵ect only the sub-GeV
energy range, where however experimental errors are significantly larger, and which lies outside
the main domain of interest of this article.

Finally, p̄’s have to penetrate into the heliosphere, where they are subject to the phenomenon
of Solar modulation (abbreviated with ‘SMod’ when needed in the following figures). We de-
scribe this process in the usual force field approximation [52], parameterized by the Fisk po-
tential �

F

, expressed in GV. As already mentioned in the introduction, the value taken by �
F

is uncertain, as it depends on several complex parameters of the Solar activity and therefore
ultimately on the epoch of observation. In order to be conservative, we let �

F

vary in a wide
interval roughly centered around the value of the fixed Fisk potential for protons �p

F

(analo-
gously to what done in [25], approach ‘B’). Namely, �

F

= [0.3, 1.0] GV ' �p

F

± 50% �p

F

. In
fig. 1, bottom right panel, we show the computation of the ratio with the uncertainties related

6

Giesel et al., 2015

Unfortunately this dataset is still compatible, within uncertainties, with a 
secondary antiproton component only.



Galactic CRs and the γ-ray emissivity  
Along propagation the Galactic CRs interact with the interstellar medium 
(ISM) giving rise to a γ-ray flux (as well as radiation at other wavelengths). 
Three main components:

at

 • decay of mesons produced in the interaction of CRs on target ISM gas;
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Fig. 5.— Upper panel: observed Fermi–LAT counts in the energy range 200 MeV to 100 GeV used

in this paper. Lower panel: predicted counts for model SSZ4R20T150C5 in the same energy range.

To improve contrast we have used a logarithmic scale and clipped the counts/pixel scale at 3000.

The maps are in Galactic coordinates in Mollweide projection with longitudes increasing to the left

and the Galactic centre in the middle.

data
Postdiction: beside a tuning on local CR measurements, there is a tuning 
on the CR source distribution and over all ISM targets (nearly pixel by pixel)

 • bremsstrahlung radiation off CR leptons on target ionized gas.
 • CR lepton inverse Compton scattering on target CMB, IR and optical γs;
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Along propagation the Galactic CRs interact with the interstellar medium 
(ISM) giving rise to a γ-ray flux (as well as radiation at other wavelengths). 
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A drastic choice in this prediction/
postdiction scheme:
it is assumed that the mean local 
properties of CR propagation are 
universal, with a rigid extrapolation 
to the whole Galaxy what you learn 
from locally measured grammage!
No environmental dependencies? 

Postdiction: beside a tuning on local CR measurements, there is a tuning 
on the CR source distribution and over all ISM targets (nearly pixel by pixel)
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Fig. 17.— Spectra extracted from the inner Galaxy region for model SSZ4R20T150C5 using Pass

7 clean photons. The dip between 10 and 20 GeV is greatly reduced compared to Figure 15. See

Figure 12 for legend.

Slight discrepancies: γ-rays in inner Galactic plane   
A systematic underestimate of the measured flux above few GeV in any 
model in the loop of Fermi Coll., 2012:

Since in this region the diffuse Galactic flux is dominated by the meson 
component, the spectral index reflects the spectral index of the CR proton 
density at the emission spot. In Fermi Coll., 2012 this is assumed to be the 
same as the local by construction of the model. What about changing this?

there seems to be the problem of 
having the wrong spectral index, 
reflecting an angular gradient of 
the spectral index in the γ-ray flux: 

2

ref. [1], and reproduced here using the GALPROP WebRun
[3, 4]: while the model is optimized at low energy, it gives
a poorer description of the data at high energy, a feature
that is generic for all models proposed in that analysis.

The selected angular window is interesting because the
di↵use emission from the inner Galactic plane is poten-
tially a precious source of information for CR transport
modelling. Being the region with largest gas column
densities, it is the brightest zone of the sky and, unlike
other regions where the interplay among components al-
lows more modelling freedom, its flux is predominantly
shaped by only one contribution, namely the ⇡0 decays,
especially when looking at intermediate energies. The ⇡0

emissivity spectral index is roughly equal to the incident
proton one, hence the inner Galactic plane allows an in-
direct measurement of the CR proton slope towards the
center of the Galaxy, far away from the region where di-
rect measurements are available. This aspect is seldom
emphasized, since the standard approach consists in solv-
ing the propagation equation for CR species [5] under
the assumption that di↵usive properties of CRs are the
same in the whole propagation volume. This implies re-
ducing the spatial di↵usion tensor to a single constant
di↵usion coe�cient D(⇢) = D0(⇢/⇢0)�, whose scaling �
on rigidity ⇢ and normalization D0 are constrained by
local CR data (a range between about � = 0.3 and about
� = 0.85 is allowed [6–8]). Such hypothesis freezes the
proton spectral index – and therefore the ⇡0 spectral in-
dex – to be very close to the local one everywhere in the
CR propagation region. For this reason, in fig. 1 and in
the following, the �-ray flux is multiplied by E2.8

� , since
�p = 2.820 ± 0.003 (stat) ± 0.005 (sys) is the proton in-
dex measured by the PAMELA experiment in the range
30 GV–1.2 TV [9]. The FB model gives a slightly rising
curve since it assumes �p = 2.72.

The present analysis goes beyond standard approaches
by allowing for spatial gradients in di↵usion, using as a
guideline the Fermi-LAT �-ray data.

In the CR transport equation, the di↵usion term de-
scribes at macroscopic level the e↵ective interplay be-
tween CRs and the magnetohydrodynamics turbulence,
see, e.g., ref. [10]. In the framework of quasi-linear the-
ory (QLT), � is related to the turbulence spectrum (e.g.
� = 1/3 for Kolmogorov-like turbulence and � = 1/2
for Kraichnan-like one); QLT however assumes that the
turbulent component of the magnetic field is subdomi-
nant compared to the regular one, an hypothesis that
does not seem to be supported by recent models [11, 12].
Studies based on non-linear theory approaches, on the
other hand, find more involved environmental dependen-
cies, resulting in di↵erent scalings in di↵erent regions of
the Galaxy, and deviations from a single power law in
rigidity [13, 14]. An additional element to take into ac-
count is the possibility that CRs themselves generate the
turbulent spectrum responsible for their propagation [15],
introducing local self-adjustments in propagation.

Given these arguments, in the following we will con-
sider models with variable � and show how they naturally

improve the description of �-ray data.

sky window ↵ sky window ↵

(|b| < 5�) (� ⇠ E�↵
� ) (|b| < 5�) (� ⇠ E�↵

� )

0� < |l| < 10� 2.55± 0.09 40� < |l| < 50� 2.57± 0.09

10� < |l| < 20� 2.49± 0.09 50� < |l| < 60� 2.56± 0.09

20� < |l| < 30� 2.47± 0.08 60� < |l| < 70� 2.60± 0.09

30� < |l| < 40� 2.57± 0.08 70� < |l| < 80� 2.52± 0.09

TABLE I. Energy slope of Fermi-LAT �-ray data on the
Galactic disk. The power-law index has been obtained by fit-
ting the data in the energy window E� = [5 � 50] GeV. We
average in latitude over the interval |b| < 5�.

II. ANALYSIS.

We decide to follow a data-driven approach. In order to
quantify the change of the �-ray slope along the Galactic
disk and the resulting discrepancy between the FB model
and the actual data, we show in table I the power-law
index obtained by fitting the Fermi-LAT �-ray data in
the energy window E� = [5�50] GeV, and in the second
row of table II the �2 of the FB model.
The observed power-law index ranges from E�2.47

� to
E�2.60

� , thus resulting in a �-ray flux much harder than
the prediction of the FB model, especially in the central
windows. These data should be taken as a guideline, and
only show a hint of a slope change with l, instead of a
statistically robust evidence. We remark that, in the out-
ermost windows we considered, the gamma-ray emission
is not dominated by ⇡0 emission only, since the relative
contributions of point sources and Inverse Compton are
far from being negligible.
Turning our attention to the quality of the fit for

the FB model is worse in the innermost windows (e.g.
|l| < 10� and 20� < |l| < 30�, with |b| < 5�), it
slightly ameliorates going towards outer longitudinal val-
ues (50� < |l| < 60�, with |b| < 5�) but remains poor
considering in average the whole Galactic disk (|l| < 80�,
with |b| < 5�).

In order to have a deeper understanding of the dis-
crepancy, it is important to trace, for each line of sight
(l.o.s.), which portion of the Galaxy the emission comes
from. For this reason, in fig. 2 we plot the relative contri-
bution to the total ⇡0 emission for three reference l.o.s.
as a function of the Galactocentric distance, R. At large
values of the Galactic longitude l (where the FB model
gives a better fit) the emission is dominated by the local
environment; instead, the closer to the center we look,
the wider the relevant region gets, with the central rings
contributing as much as 20% for the Galactic center win-
dow (where the fit is worse and the data turn out to
be significantly harder). In the lower panel of fig. 2, we
show the power-law spectral index of the ⇡0 component
as a function of R; for the FB model, as expected, we

no way to fix such problem by 
scaling the ISM or SNRs 
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Slight discrepancies: γ-rays in inner Galactic plane   
Introduce a radial gradient in the spectral index of the diffusion coefficient:

Of course we could have also advocated an exotic inner-disc DM 
component doing the job ... (of course not!)

D = D(⇢, R) / ⇢� � = �(R)with:
Simplest toy-model to be fitted to the data: take a linear dependence. 
Sharp increase in the match with data:

Gamma-ray sky points to radial gradients in cosmic-ray transport

Daniele Gaggero,1, 2, ⇤ Alfredo Urbano,1, † Mauro Valli,1, 2, ‡ and Piero Ullio1, 2, §

1SISSA, via Bonomea 265, I-34136, Trieste, Italy
2INFN, sezione di Trieste, via Valerio 2, I-34127, Trieste, Italy

The standard approach to cosmic-ray (CR) propagation in the Galaxy is based on the assumption
that local transport properties can be extrapolated to the whole CR confining volume. Such models
tend to underestimate the �-ray flux above few GeV measured by the Fermi Large Area Telescope
towards the inner Galactic plane. We consider here for the first time a phenomenological scenario
allowing for both the rigidity scaling of the di↵usion coe�cient and convective e↵ects to be position-
dependent. We show that within this approach we can reproduce the observed �-ray spectra at
both low and mid Galactic latitudes – including the Galactic center – without spoiling any local CR
observable.

I. INTRODUCTION

Since 2008 the Fermi Large Area Telescope
(Fermi-LAT) has been surveying the �-ray sky be-
tween about few hundred MeV and few hundred GeV
with unprecedented sensitivity and resolution. The bulk
of the photons detected by the Fermi-LAT is believed to
be associated with di↵use emission from the Milky Way,
originated by Galactic cosmic rays (CRs) interacting
with the gas and the interstellar radiation field (ISRF)
via production and decay of ⇡0s, inverse Compton (IC),
and bremsstrahlung.

There is a striking consistency between general fea-
tures in the di↵use �-ray maps and the di↵use �-ray flux
models: the predictions mainly rely, on the side concern-
ing emitting targets, on (indirectly) measured gas column
densities and ISRF models, while, on the side of incident
particles, on propagation models tuned to reproduce lo-
cally measured fluxes. When addressing at a quantitive
level the quality of such match between predictions and
data, most analyses have mainly developed optimized
models looping over uncertainties on the emitting targets.
In particular, in ref. [1] the authors – besides allowing for
a radially-dependent rescaling of the ISRF and di↵erent
values of the spin temperature of the 21 cm transition
– adopt a tuning of the poorly known conversion factor
between the observed CO emissivities and the molecu-
lar hydrogen column densities, usually dubbed XCO. In
ref. [1] it is shown that such approach is su�cient to gen-
erate models in agreement with the data within about
15% in most regions of the sky; a remarkable exception
is the fact that this procedure tends to systematically
underestimate the measured flux above few GeV in the
Galactic plane region, most notably towards the inner
Galaxy.

Fig. 1 shows the spectrum for the �-ray flux measured
by the Fermi-LAT in the energy range between 300 MeV
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FIG. 1. Upper panel. Comparison between the �-ray flux
computed with the CR propagation model proposed in this Let-
ter (KRA� total flux: solid black line; individual components
shown) and the Fermi-LAT data (purple dots, including both
statistic and systematic errors) in the Galactic disk. For com-
parison, we also show the total flux for the FB model defined
in ref. [1] (double dot-dashed gray line). Lower panel. Resid-
uals computed for the KRA� and FB models.

and 100 GeV and a large angular window encompassing
the inner Galactic plane (5 years of data, within the event
class ULTRACLEAN according to Fermi tools v9r32p5, as
described in [2]). The yellow band corresponds to the
point sources (PS) modelled using the 2-years Fermi-LAT
Point Source Catalogue via a dedicated Monte Carlo
(MC) code. The brown line is the contribution of the
extragalactic background (EGB) obtained by a full-sky
fit of the data for |b| > 20�. The double dot-dashed
line and gray triangles are, respectively, the prediction
and residuals for the Fermi benchmark model, labelled
SSZ4R20T150C5 (FB hereafter), selected for fig. 17 in
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In table II we list the �2 for our optimized model,
showing a remarkable improvement with respect to the
FB model.

FIG. 6. The same as in fig. 1 but considering the window
|l| < 10�, |b| < 5�.

FIG. 7. The same as in fig. 1 but considering the strip
|l| < 180�, 10� < |b| < 20�. The azure band represents the
contribution of the Fermi bubbles according to ref. [37].

There are in principle alternative scenarios leading to

FIG. 8. Longitudinal profile at fixed energy E� = 10 GeV.
We average in latitude over the interval |b| < 5�.

tilted �-ray fluxes, see e.g. [1, 38–40]. However:

• Following ref. [41], we find that a population of un-
resolved pulsars, consistent with the observed coun-
terpart, gives an extra contribution to the total �-
ray flux more than one order of magnitude smaller
than needed.

• Running a dedicated MC code where the analyti-
cal solution of the di↵usion equation with the cor-
rect boundary is implemented, as described in [42],
we simulate Supernova explosions with a reason-
able rate ' 3/century distributed according to the
source term presented in [36].

We fit each realization with a power-law. We find
that fluctuations in the proton spectrum due to the
stocasticity of the sources never exceed – even in
the inner Galactic region – the few percent level.

• We test the possibility of an enhanced IC emission;
we find that a rescaling of the ISRF by one order
of magnitude, together with a factor of 10 decrease
in the XCO, may solve the discrepancy.

However, we discard this hypothesis since in this
case the bulk of the �-ray flux would have leptonic
origin, in contrast with the obserbed correlation
with the gas distribution as shown in fig. 8.

While the paper was undergoing the review process,
the 4-year Point Source Catalog (3FGL) was released by
the Fermi-LAT collaboration. We checked that our re-
sults are not a↵ected by this update, given the subdom-
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Slight discrepancies: γ-rays in Galactic center region   
Morphological and spectral mismatches when looking at the central region 
of the Galaxy - say, the inner 10 to 20 degrees - even when cutting out the 
Galactic plane component (Hooper et al., 2009-15 + several analyses by 
other authors, see in particular Calore, Cholis & Weniger, 2014).
A detailed model in this region is very problematic (while for standard CR 
models is just a nearly empty spot 8 kpc away from us).

Most analyses consider the 
template fitting technique: 
1) fix the morphology of each 
component of the CR diffuse 
emission (plus sources, plus 
bubbles) from some theory/
data-driven prior; 
11) scale freely the templates 
in each energy bin to 
minimize the residuals.

ModelA
Counts-Model, E� = 1 � 10 GeV

-5 5

Figure 3: Residual counts obtained for the Model A (left panel, without the inclusion of DM tem-

plate), for the Model A + DM (central panel), and for the reference model described in section 3 (right

panel, without the inclusion of DM template). See text in section 3.1 for a detailed discussion.

DM interpretation of the GC excess. In [21], the addition of the DM template dramatically

improved the fit up to an overwhelming high level of statistical significance. For this reason, it

is mandatory to compare the performances of the spike model with those of the DM template,

and we organize our analysis in three subsequent steps. First, in section 3.1, we present the

result of the template fit in terms of energy spectra. Second, in section 3.2, we provide a more

quantitative discussion based on the likelihood analysis. Finally, in section 3.3, we o↵er a more

direct comparison with data based on the analysis of �-ray profiles along three complementary

directions.

3.1 Energy spectrum

As far as the energy spectra are concerned, in fig. 2 we present the results of our template-fitting

analysis.

In the left panel, we show the best fit obtained for the Model A including the DM template.

As described in the caption of fig. 2, we show for all components both pre- and post-template

fitting values. As expected, the fit heavily uses the DM template, and the corresponding energy

spectrum (magenta diamonds in fig. 2) clearly shows the familiar bump-shaped form peaked

at E� = 1 - 3 GeV, in good agreement with that predicted from a WIMP with ⇠ 45 GeV mass

annihilating, among other possibilities, into bb̄. For illustrative purposes, it is instructive to

look at the residual map – i.e. the di↵erence in counts between data and model evaluated at

the best-fit point – obtained without the inclusion of the DM template. We show this residual

map in the left panel of fig. 3 for the energy window E� = 1 - 10 GeV, where the presence of an

excess distributed around the GC stands out in full glory. This excess is fully absorbed by the

DM template in the fit, as shown in the central panel of fig. 3 where we present the residuals

after template fitting including the DM template.

Let us now turn the attention to our reference model.

– 10 –

Residuals:

overshoot undershoot

A blob-like
excess 
seems to
emerge



Slight discrepancies: γ-rays in Galactic center region   
A component from DM pair annihilations is expected to be centrally 
concentrated: try to wipe out the blob adding an extra template scaling like

and               , analogously to numerical simulation results.
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Counts-Model, E� = 1 � 10 GeV
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Figure 3: Residual counts obtained for the Model A (left panel, without the inclusion of DM tem-

plate), for the Model A + DM (central panel), and for the reference model described in section 3 (right

panel, without the inclusion of DM template). See text in section 3.1 for a detailed discussion.

DM interpretation of the GC excess. In [21], the addition of the DM template dramatically

improved the fit up to an overwhelming high level of statistical significance. For this reason, it

is mandatory to compare the performances of the spike model with those of the DM template,

and we organize our analysis in three subsequent steps. First, in section 3.1, we present the

result of the template fit in terms of energy spectra. Second, in section 3.2, we provide a more

quantitative discussion based on the likelihood analysis. Finally, in section 3.3, we o↵er a more

direct comparison with data based on the analysis of �-ray profiles along three complementary

directions.

3.1 Energy spectrum

As far as the energy spectra are concerned, in fig. 2 we present the results of our template-fitting

analysis.

In the left panel, we show the best fit obtained for the Model A including the DM template.

As described in the caption of fig. 2, we show for all components both pre- and post-template

fitting values. As expected, the fit heavily uses the DM template, and the corresponding energy

spectrum (magenta diamonds in fig. 2) clearly shows the familiar bump-shaped form peaked

at E� = 1 - 3 GeV, in good agreement with that predicted from a WIMP with ⇠ 45 GeV mass

annihilating, among other possibilities, into bb̄. For illustrative purposes, it is instructive to

look at the residual map – i.e. the di↵erence in counts between data and model evaluated at

the best-fit point – obtained without the inclusion of the DM template. We show this residual

map in the left panel of fig. 3 for the energy window E� = 1 - 10 GeV, where the presence of an

excess distributed around the GC stands out in full glory. This excess is fully absorbed by the

DM template in the fit, as shown in the central panel of fig. 3 where we present the residuals

after template fitting including the DM template.

Let us now turn the attention to our reference model.

– 10 –

Residuals without DM

overshoot undershoot
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The fit has 
clearly 
improved!
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Figure 3: Residual counts obtained for the Model A (left panel, without the inclusion of DM tem-

plate), for the Model A + DM (central panel), and for the reference model described in section 3 (right

panel, without the inclusion of DM template). See text in section 3.1 for a detailed discussion.

DM interpretation of the GC excess. In [21], the addition of the DM template dramatically

improved the fit up to an overwhelming high level of statistical significance. For this reason, it

is mandatory to compare the performances of the spike model with those of the DM template,

and we organize our analysis in three subsequent steps. First, in section 3.1, we present the

result of the template fit in terms of energy spectra. Second, in section 3.2, we provide a more

quantitative discussion based on the likelihood analysis. Finally, in section 3.3, we o↵er a more

direct comparison with data based on the analysis of �-ray profiles along three complementary

directions.

3.1 Energy spectrum

As far as the energy spectra are concerned, in fig. 2 we present the results of our template-fitting

analysis.

In the left panel, we show the best fit obtained for the Model A including the DM template.

As described in the caption of fig. 2, we show for all components both pre- and post-template

fitting values. As expected, the fit heavily uses the DM template, and the corresponding energy

spectrum (magenta diamonds in fig. 2) clearly shows the familiar bump-shaped form peaked

at E� = 1 - 3 GeV, in good agreement with that predicted from a WIMP with ⇠ 45 GeV mass

annihilating, among other possibilities, into bb̄. For illustrative purposes, it is instructive to

look at the residual map – i.e. the di↵erence in counts between data and model evaluated at

the best-fit point – obtained without the inclusion of the DM template. We show this residual

map in the left panel of fig. 3 for the energy window E� = 1 - 10 GeV, where the presence of an

excess distributed around the GC stands out in full glory. This excess is fully absorbed by the

DM template in the fit, as shown in the central panel of fig. 3 where we present the residuals

after template fitting including the DM template.

Let us now turn the attention to our reference model.

– 10 –

Residuals including DM

overshoot undershoot



Slight discrepancies: γ-rays in Galactic center region   
What about including an extra 
SNR source, connected to the 
“Central Molecular Zone”, 
usually neglected in standard 
CR models? 
Toy model: a gaussian term 
with tunable width.
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Figure 3: Residual counts obtained for the Model A (left panel, without the inclusion of DM tem-

plate), for the Model A + DM (central panel), and for the reference model described in section 3 (right

panel, without the inclusion of DM template). See text in section 3.1 for a detailed discussion.

DM interpretation of the GC excess. In [21], the addition of the DM template dramatically

improved the fit up to an overwhelming high level of statistical significance. For this reason, it

is mandatory to compare the performances of the spike model with those of the DM template,

and we organize our analysis in three subsequent steps. First, in section 3.1, we present the

result of the template fit in terms of energy spectra. Second, in section 3.2, we provide a more

quantitative discussion based on the likelihood analysis. Finally, in section 3.3, we o↵er a more

direct comparison with data based on the analysis of �-ray profiles along three complementary

directions.

3.1 Energy spectrum

As far as the energy spectra are concerned, in fig. 2 we present the results of our template-fitting

analysis.

In the left panel, we show the best fit obtained for the Model A including the DM template.

As described in the caption of fig. 2, we show for all components both pre- and post-template

fitting values. As expected, the fit heavily uses the DM template, and the corresponding energy

spectrum (magenta diamonds in fig. 2) clearly shows the familiar bump-shaped form peaked

at E� = 1 - 3 GeV, in good agreement with that predicted from a WIMP with ⇠ 45 GeV mass

annihilating, among other possibilities, into bb̄. For illustrative purposes, it is instructive to

look at the residual map – i.e. the di↵erence in counts between data and model evaluated at

the best-fit point – obtained without the inclusion of the DM template. We show this residual

map in the left panel of fig. 3 for the energy window E� = 1 - 10 GeV, where the presence of an

excess distributed around the GC stands out in full glory. This excess is fully absorbed by the

DM template in the fit, as shown in the central panel of fig. 3 where we present the residuals

after template fitting including the DM template.

Let us now turn the attention to our reference model.

– 10 –

Fiducial CR model

overshoot undershoot

ModelA+DM
Counts-Model, E� = 1 � 10 GeV

-5 5

Figure 3: Residual counts obtained for the Model A (left panel, without the inclusion of DM tem-

plate), for the Model A + DM (central panel), and for the reference model described in section 3 (right

panel, without the inclusion of DM template). See text in section 3.1 for a detailed discussion.
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We re-examined the GC claim in terms of 
this simple correction to the source term

In our analysis the new steady-state source
 term mainly affects the IC template

Q(x, y, z) = N exp
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◆

normalization compatibly 
with star formation 

rate estimate @ the GC

spike extension
roughly matching CMZ 

one, i.e. O(100) pc

We performed our template fitting analysis 
along the lines of Calore et al.’14 .
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Figure 3: Residual counts obtained for the Model A (left panel, without the inclusion of DM tem-

plate), for the Model A + DM (central panel), and for the reference model described in section 3 (right

panel, without the inclusion of DM template). See text in section 3.1 for a detailed discussion.
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Slight discrepancies: γ-rays in Galactic center region   

At the test statistic level, 
DM and spike do 
perform analogously, with 
the DM case being 
marginally better only on 
longitude profile tests.

Figure 4: Top left panel. We compare the test-statistic (TS = �2� logL, we show the square-

root of TS) of the models we consider; a positive di↵erence between two models means that the second

model performs better. Yellow filled circles: �2 logL
ModelA

+ 2 logL
ModelA+DM

. Green filled circles:

�2 logL
ModelA

+2 logL
Spike

. Green empty circles: �2 logL
Spike+DM

+2 logL
Spike

. Top right panel.

We compare the �2

of the longitude profiles for the same models. Filled circles: �2

ModelA

� �2

Spike

;

empty circles: �2

ModelA

��2

ModelA+DM

. Bottom panels. The same as the top right panel, for latitude

and radial profiles.

In the right panel of fig. 3 we show the pattern of residuals replacing the DM template

with the spike (N = 2.2%). The resulting pattern is analogous to the DM case.
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3 Results

Figure 2: Spectrum of the various contributions to the total �-ray flux, pre- and post-template-

fitting, compared to the Fermi-LAT data in the ROI characterized by |l| < 20�, and 2� < |b| <

20�. The violet band superimposed to the data represents the systematic uncertainty. Left

panel: Model A+DM. Right panel: Model A+spike+DM. For Inverse Compton (light blue),

⇡

0+Bremsstrahlung (red), isotropic background emission (dark red) and Fermi bubbles (green)

dot-dashed lines show the nominal spectrum (pre-fitting) while points and dashed lines are the

post-fitting values. Uncertainties bands and central values for the isotropic background template

(dark red) and Fermi bubbles (green) are taken respectively from [41] and [43]. Magenta

diamonds: DM contribution. The point-source template (orange dashed line) is not touched

by the fit. The error bars on the templates are obtained from the fitting procedure. The black

dashed (dot-dashed) line is the post (pre) template-fitting total spectrum.

As anticipated before, let us start from the simplest realization of our idea.

We choose � = 300 pc as a sample value for the spike width, in agreement with astro-

physical inputs. The choice of N is based on two objective requirements:2 The value cannot be

too large, since the SFR in the GC cannot exceed few percent of the total rate in the Galaxy;

moreover, we verify a posteriori that the spike emission absorbs the majority of the GC excess

(to put it another way, it means that if we include in the fit of the reference model the DM

template as well, the latter should be used only marginally).

Our analysis is based on the comparison between the reference model defined before,

and the case in which we add to Model A a DM template, modeled according to a modified

NFW distribution with � = 1.26 (see Sect. 2 for details). The inclusion of a DM template

in the fitting procedure in addition to standard astrophysical background models – like the

Model A considered in this analysis – provided the most striking evidence supporting the

2We refer the reader to section 4 for a wider discussion about the impact of di↵erent values of � and N .
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Spectral results:

Fiducial CR model + DM Fiducial CR model + DM + spike



Back to the plot with tentative indication of a DM signal in the inner 
region of the Galaxy: 
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n level at which you may 
have a DM signal, but it 
is not excluded that the 
GC excess corresponds 
to something else:

Slight discrepancies: γ-rays in Galactic center region   

see also the vast recent 
literature on explaining 
the excess in terms of a 
population of unresolved 
point sources (pulsars?)

Is the DM signal excluded by the Fermi 
Coll. 2015 limit from dwarf satellites?



Milky Way dwarfs as Dark Matter detection Labs
Ideal targets for detecting a DM signal (prompt or radiative emission 
from DM particle pair annihilations or decays):

• objects with fairly large 
DM densities, located fairly 
close to the Sun (about 10 to 
200 kpc);

About 35 (tentatively) identified; 
8 with adequate kinematic data samples, 
the so-called “classical” dwarfs.

• intrinsic backgrounds from 
“standard” astrophysical 
sources below detection 
sensitivities (?) 
+ low Milky Way 
foregrounds (intermediate 
to high latitude locations).

Are they ideal targets for setting limits as well? For the classical dwarfs 1-σ 
uncertainties on J-factors often assumed within factors of 1.5 ≪ the “astro” 
uncertainty in any other indirect detection tool! Where does it come from?



Mass models for dwarf galaxies
A stellar population as tracer of the gravitational potential (i.e. the DM 
distribution) assuming dynamical equilibrium. Velocity moments of the 
collision-less Boltzmann equation. Spherical symmetry for all components:

d

dr
(⇥⇤2

r) +
2�(r)

r
⇥⇤2

r = �⇥
M(r)

r2

�(r) ⌘ 1�
⇥2
� + ⇥2

⇥

2⇥2
r

�1  �(r)  1

�(r)

Usually solved for the radial pressure:                               in terms of the 
3 unknown functions:

p(r) ⌘ �(r)⇥2
r(r)

M(r)

the star density 
profile

the star anisotropy 
profile

the DM mass 
profile

circular orbits
radial orbits

isotropy: �(r) = 0

 ⇒   a single Jeans equation



Mass models for dwarf galaxies (ii)

the star surface brightness

The 3 unknowns:        ,         and           can be mapped into 2 observables: �(r) M(r)�(r)

the l.o.s. velocity dispersion

⇥2
l.o.s.

(R) =
2

I(R)

Z 1

R

dr rp
r2 �R2

✓
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p(r)I(R) = 2
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Irwin + Hatzidimitriuo 1995

Universal Mass Profile for dSphs 5

Fig. 1.— Projected velocity dispersion profiles for eight bright dSphs, from Magellan/MMFS and MMT/Hectochelle data. Over-plotted are
profiles calculated from isothermal, power-law, NFW and cored halos considered as prospective “universal” dSph halos (Section 5). For each type
of halo we fit only for the anisotropy and normalization. All isothermal, NFW and cored profiles above have normalization Vmax ∼ 10 − 20 km
s−1—see Table 3. All power-law profiles have normalization M300 ∼ [0.5 − 1.5] × 107M⊙.

by α and γ. Thus the parameter Vmax sets the normal-
ization of the mass profile.

The normalization can equivalently be set by specify-
ing, rather than Vmax, the enclosed mass at some par-
ticular radius. For radius x, the enclosed mass M(x)
specifies M(r0) according to

M(r0) = M(x)
2F1

[3−γ
α , 3−γ

α ; 3−γ+α
α ;−1

]

(

x
r0

)3−γ
2F1

[

3−γ
α , 3−γ

α ; 3−γ+α
α ;−

(

x
r0

)α]

.

(8)
S08 demonstrate that for most dSphs the Jeans anal-
ysis can tightly constrain M300. Here, in addition to
M300, we shall consider the masses within two alterna-
tive radii as free parameters with which to normalize the
mass profile. Specifically, we consider the mass within
the half-light radius, M(rhalf ), and the mass within the
outermost data point of the empirical velocity dispersion
profile, M(rlast).

3.4. Markov-Chain Monte Carlo Method

In order to evaluate a given halo model, we com-
pare the projected velocity dispersion profile, σp(R),
from Equation 3 to the empirical profile, σV0

(R), dis-
played in Figure 1. For a given parameter set S ≡
{− log(1 − β), log MX , log r0, α, γ}, where MX is one of
{Vmax, M(rhalf ), M300 or M(rlast)}, we adopt uniform
priors and consider the likelihood

ζ =
N
∏

i=1

1
√

2π(Var[σV0
(Ri)])

exp

[

−
1

2

(σV0
(Ri) − σp(Ri))2

Var[σV0
(Ri)]

]

,

(9)
where Var[σV0

(Ri)] is the square of the error associated
with the empirical dispersion.

Our mass models have five free parameters (four halo
parameters plus one anisotropy parameter). In order
to explore the large parameter space efficiently, we em-

e.g.:  Walker et al. 2009

Ursa Minor



Mass models for dwarf galaxies (iii)
The mapping is usually done introducing parametric forms for:
�(r)        - Plummer, King, Sersic ... profile as supported from star profiles in 
other observed systems;

�(r) - as an arbitrary choice, since there is no real observational handle.

M(r)  [or DM        ] - from N-body simulations or DM phenomenology;�(r)

and performing:
- a frequentist fit of         to data on         ;�(r) I(R)

- a Markov-Chain Monte Carlo sampling of a likelihood defined from 
data on                 : posteriors on           [or         ] parameters after 
marginalization over          parameters [prior choice for the latter again 
arbitrary]. The derived posterior for     (and its small error bar) is what 
will enter as an input for particle physics limits.      

�2
l.o.s.

(R) M(r) �(r)
�(r)

J

How much should we trust this procedure?



are in a form which resembles the Abel integral transform for the pair           :

Mass models: our approach
the star surface brightness the l.o.s. velocity dispersion

⇥2
l.o.s.

(R) =
2

I(R)

Z 1
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dr rp
r2 �R2
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f $ bf

f(x) = A[ bf(y)] =
Z 1

x

dyp
y � x

b
f(y) bf(y) = A�1[f(x)] = � 1

�

Z 1

y

dxp
x� y

df

dx
⟷

Actually                               . Analogously you can invert also the projected 
dynamical pressure                                    and find:

I(R2) $ bI(r2) = �(r)

P (R2) ⌘ I(R)�2
l.o.s.

(R)

M(r) =
r2

GN
bI(r)

(
�d bP

dr
[1� a�(r)] +

a�(r)

r
· b�(r)


bP (r) +

Z 1

r
dr̃

a�(r̃)

r̃
H�(r, r̃) bP (r̃)

�)

having defined: a�(r) ⌘ � �

1� �

H�(r, r̃) � exp

 Z r̃

r
dr0

a�(r0)

r0

!

see also: Wolf et al. 2010 + Mamon & Boué 2009.

b�(r) = 3� a�(r)�
d log a�
d log r

PU & Valli, 2015 to appear



Mass models: our approach (ii)
Now: model           and                  with a direct parametric fit on data for 
these observables. E.g.: assume for the surface brightness a Plummer model:  

I(R) �
l.o.s.

(R)

I(R) =
L0

�R2
1/2

1

(1 +R2/R2
1/2)

2

and fit the half-light radius        , i.e. in Ursa Minor:                           .R1/2 R1/2 ' 0.3 kpc

For the line-of-sight projected 
velocity dispersion in general 
data are less constraining and 
one can consider different 
possibilities, e.g.:

The Abel transforms          and         are computed numerically, and then one 
can perform a direct projection of what you do (not) know about         into a 
prediction for          ,         and    , and hence have a more direct assessment of 
uncertainties in the predictions for dark matter signals.

bI(r)bP (r)
�(r)

M(r) �(r) J



Mass profiles in Ursa Minor as a function of constant β:
In practice, agnostic mass reconstruction with our inversion formula not 
always give physical results. In a concrete example we need to restrain (a 
posteriori) to cases in which we get                  ,                      and                    :M(r) > 0 dM/dr > 0 d�/dr  0

βc<<
0

0

-∞

Burkert profile: imposing 
radial orbits gives unphysical 
results at low radii

Span of results for 4 different 
possible fits of the line-of-sight 
projected velocity dispersion



Mass profiles in Ursa Minor as a function of constant β:
In practice, agnostic mass reconstruction with our inversion formula not 
always give physical results. In a concrete example we need to restrain (a 
posteriori) to cases in which we get                  ,                      and                    :M(r) > 0 dM/dr > 0 d�/dr  0

NFW fitBurkert fit

�(r) / r�2�(r) = �1

  - for                                 , Plummer          + �(r) = 0�
l.o.s.

(R) = const. �(r) ' constI(R)
r ! 0

  - for                                 , Plummer          +�
l.o.s.

(R) = const. I(R)
r ! 0

⇒

⇒
hole

+ black 

Sample limits:



J-factors in Ursa Minor as a function of constant β:
In line-of-sight integrals: J ⌘ 1

�⇥

Z

�⇥
d⇥

Z

l.o.s.

dl �2
DM

(l)

we conservative set         to a constant at radii smaller than the radius at 
which                  can be measured (smallest radius in our data binning): 

�(r)
�
l.o.s.

(R)

Span of 
predictions 
for the 4 
sample fits of   
�
l.o.s.

(R)

1-σ band for 
Ursa Minor 
in Fermi 
Coll. 2015
apparently
not fully 
catching 
the 
uncertainty

�

 Take home message: current and projected limits from dwarfs need caution!  



Dark matter has been indirectly detected (via its gravitational effects).

The point has been illustrated here via two examples which received 
particular attention recently: a tentative DM γ-ray signal from the central 
region of the Galaxy and DM γ-ray limits from dwarf satellites.

Conclusions:

Dark matter particles may still be indirectly detected (as well as directly 
detected in underground labs or produced at accelerators), but the 
playground for almost all detection channels proposed so far is that a 
small signal is expected on top of a large background.

Particular caution is then needed in this playground, examining critically 
what are the assumptions involved in both background estimates and 
signal predictions.


