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ABSTRACT

Threat actors can be persistent, motivated and agile, and leverage a
diversified and extensive set of tactics and techniques to attain their
goals. In response to that, defenders establish threat intelligence
programs to stay threat-informed and lower risk. Actionable threat
intelligence is integrated into security information and event man-
agement systems (SIEM) or is accessed via more dedicated tools
like threat intelligence platforms. A threat intelligence platform
gives access to contextual threat information by aggregating, pro-
cessing, correlating, and analyzing real-time data and information
from multiple sources, and in many cases, it provides centralized
analysis and reporting of an organization’s security events. Sysmon
logs is a data source that has received considerable attention for
endpoint visibility. Approaches for threat detection using Sysmon
have been proposed, mainly focusing on search engine technolo-
gies like NoSQL database systems. This paper demonstrates one
of the many use cases of Sysmon and cyber threat intelligence. In
particular, we present a threat assessment system that relies on
a cyber threat intelligence ontology to automatically classify ex-
ecuted software into different threat levels by analyzing Sysmon
log streams. The presented system and approach augments cyber
defensive capabilities through situational awareness, prediction,
and automated courses of action.
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1 INTRODUCTION

Utilizing threat intelligence has become a priority in cybersecurity
operations as a way to prevent an attack or decrease the time needed
to discover and respond to an attack. In addition, cyber-attacks are
increasingly sophisticated, posing significant challenges for orga-
nizations that must defend their data and systems from capable
threat actors. Threat actors can be persistent, motivated, and agile,
and they use multiple tactics, techniques, and procedures to disrupt
the confidentially, integrity and availability of systems and data.
Given the risks of the present cyber threat landscape, it is essential
for organizations to focus on utilizing cyber threat intelligence and
participate in threat information sharing to improve their security
posture. In previous work, [1], we discussed the importance of
having access to cyber threat intelligence for increased situational
awareness and presented the Cyber Threat Intelligence model that
enables cyber defenders to explore their threat intelligence capabil-
ity and understand their position against the ever-changing cyber
threat landscape. Furthermore, in the same work, we commented on
the importance of developing a multi-layered comprehensive cyber
threat intelligence ontology for improving the threat detection, pri-
oritization, and response capabilities of organizations. The results
of [1] indicated that little emphasis had been given to developing a
comprehensive cyber threat intelligence ontology, although some
holistic initiatives toward that goal existed [2-4].

Threat detection and analysis requires aggregating logs into a
centralized system known as security information and event man-
agement (SIEM). A SIEM collects logs by deploying multiple col-
lection agents that gather security-related events from endpoints,
servers, and other security systems and appliances to perform anal-
ysis and detect unwanted behavior. In particular, one resource that
has received attention for endpoint visibility is Sysmon, a Windows
system service and device driver that monitors and logs system
activity of Windows workstations. Proposed approaches for threat
detection using Sysmon mainly focus on search engines (NoSQL
database systems) or graph databases. Without any relevant aca-
demic publication, a comprehensive list of related works can be
found on GitHub!.

The contribution of this paper is twofold. First, we present a
comprehensive Cyber Threat Intelligence Ontology (CTIO), based
on the CTI model from [1], and second, we introduce a system for
software threat assessment that utilizes CTIO for analyzing Sys-
mon logs and classifying executed software instances into different
threat levels (high, medium, low, and unknown), augmenting de-
fenders cyber defense capabilities through situational awareness,
prediction, and automated courses of action.

The rest of the paper is organized as follows. Section 2 explains
the importance of utilizing cyber threat intelligence and engaging

Uhttps://github.com/MHaggis/sysmon-dfir
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in information sharing as part of an organization’s security op-
erations and discusses how establishing a robust, structured, and
expressive cyber threat intelligence knowledge base can strengthen
the security posture. Section 3 presents CTIO and elaborates on
its composition. Section 4 presents a software threat assessment
system that utilizes CTIO and its underlying knowledge base to
classify software instances in different threat levels based on the
analysis of continuous Sysmon log streams. Section 5 discusses con-
siderations regarding the presented approach. Section 6 concludes
the paper.

2 THREAT INTELLIGENCE

Threat intelligence can be described as the aggregation, transforma-
tion, analysis, interpretation, and enrichment of threat information
to provide the necessary context needed for decision-making [5].
Threat information is any information that can help an organization
protect itself against a threat. In a blog post?, Ryan Stillions em-
phasized that security teams of low threat detection maturity and
skills would be able to detect attacks in terms of low-level technical
observations without necessarily understanding their significance.
On the other hand, security teams of high detection maturity and
skills are assumed to be able to interpret technical observations in
the sense that the type of attack, the attack methods used, the goals,
and possibly the identity of the attacker can be determined.

Threat intelligence sharing allows one organization’s detection
to become another’s prevention by leveraging collective knowledge,
experiences, and capabilities to understand better the threats an
organization might face. Benefits of threat intelligence sharing in-
clude greater insight into cyber threats and enhanced detective and
preventive capabilities of an entire community at the strategic, oper-
ational, tactical, and technical levels [6]. Machine-to-machine threat
intelligence sharing is facilitated by utilizing machine-readable shar-
ing standards that feed relevant, accurate, timely, and actionable
intelligence to threat intelligence platforms. An example is the
Structured Threat Information eXpression (STIX) language which
is currently the most used standard for sharing structured threat
intelligence [7].

2.1 A Knowledge Base of Threat Intelligence

A knowledge base is a repository of complex structured and un-
structured information that represents facts about the world. A
knowledge base can evolve over time and utilize codified logic to
infer new facts or highlight inconsistencies. Ontology is a form of
knowledge representation that defines semantic concepts and their
relationships to elucidate a domain of interest. The agreed-upon
schema and unambiguous concepts of an ontology allow informa-
tion to be structured and form a knowledge base that is queryable
and can support reasoning using formal logic.

In previous work [1], we argued that a comprehensive ontology
for cyber threat intelligence would allow organizations of any size
to improve their threat detection, prioritization, and response capa-
bilities. Following up, in this work, we developed the Cyber Threat
Intelligence Ontology (CTIO).

Zhttp://ryanstillions.blogspot.no/2014/04/the-dml-model_21.html
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3 CYBER THREAT INTELLIGENCE
ONTOLOGY

Part of our work was to develop a comprehensive Cyber Threat
Intelligence Ontology. To achieve that and for supporting interop-
erability and making the ingestion of cyber threat intelligence into
CTIO the least cumbersome, we mainly utilized and interpreted
existing works like cyber threat intelligence relevant taxonomies,
vocabularies, knowledge bases, and ontologies widely used by de-
fenders. CTIO represents different information types ranging from
low-level technical observables to high-level behavioral characteris-
tics, like facts about threat actors, their motivations, their goals and
strategies, specific attack patterns and procedures (TTPs), malware,
general tools and infrastructures used in adversarial attacks, indica-
tors of compromise, atomic indicators, targets, software weaknesses
and vulnerabilities, and courses of action.

We used the web ontology language (OWL) and followed an
agile approach for developing the ontology. CTIO comprises sev-
eral interconnected sub-ontologies based on existing universally
utilized taxonomies, such as the Common Vulnerabilities and Ex-
posures (CVE), National Vulnerability Database (NVD), Common
Vulnerability Scoring System (CVSS 2.0), Common Platform Enu-
meration (CPE), Common Weakness Enumeration (CWE), Common
Attack Patterns Enumerations and Characteristics (CAPEC), Threat
Agent Library (TAL), Threat Agent Motivation (TAM), Adversarial
Tactics, Techniques and Common Knowledge (AT T&CK), sharing
standards like STIX 2.1 and OpenlIOC, and domain expertise that
allowed us to develop a malware ontology and extend the existing
CPE schema (ExtendedCPE) to make it more expressive based on
our needs. Figure 1 illustrates the interrelationships between the
aforementioned concepts. For further information regarding the
taxonomies and sharing standards mentioned above and how they
relate to the Cyber Threat Intelligence model, refer to [1].

The malware and the ExtendedCPE ontologies are the two ma-
jor components highly queried in the threat assessment system
described in the next section, and they are intended to represent
accurate knowledge of malicious and non-malicious software. All
the aforementioned ontologies compose a larger unified ontology
for representing comprehensive cyber threat intelligence. OWL
constructs are used to perform inference and consistency check-
ing over the knowledge base. For example, to classify software as
ExtendedCPE, which is a form of whitelist, requires all the classifica-
tion criteria of CPE to be met and, additionally, to include a process
hash followed up by a programmatic verification function confirm-
ing that the software classified is deemed non-malicious. It should
be mentioned that ExtendedCPE aims to aggregate non-malicious
software but includes software with known or unknown vulnerabil-
ities or benign software that has been utilized in adversarial attacks
(e.g., command line tools, browsers, vulnerability scanners, network
scanners); hence software within the ExtendedCPE subontology
can be associated with different threat levels.

The malware ontology was initially developed based on the STIX
2.1 malware object and was later enriched with several other prop-
erties to assist our automated software assessment methodology.
For example, we included properties that increase the possibility
of detecting malware based on Sysmon logs’ information, such
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Figure 1: High-Level Relationships of Cyber Threat Intelligence Ontology

as hashes and dynamic-link libraries that were loaded during the
execution of a malware.

The modularity of CTIO allows utilizing existing ontologies and
introducing additional concepts into the main ontology skeleton
with minimal integration complexity. Information and documenta-
tion about CTIO can be found on GitHub?.

4 SOFTWARE THREAT ASSESSMENT SYSTEM

The second contribution of this research work is a system (Figure
2) that utilizes Sysmon logs, cyber threat intelligence, and formal
logic to classify executed software on endpoints as of high, medium,
low, or unknown threat level based on technical or behavioral
characteristics defined in a policy (Table 1) and encoded into the
ontology. Thus, organizations can increase their threat awareness
capability and partly automate a process for detecting malicious or
suspicious software instances on their infrastructure. Also, cyber
threat intelligence allows defenders to better understand the threat
and how to respond.

The system handles available threat intelligence multi-purposely.
Not only can it identify malware based on a principled and system-
atic analysis but can improve the overall cyber defense operations
through increased situational awareness, prediction, and descrip-
tive or machine-executable courses of action.

3https://github.com/Vasileios-Mavroeidis/CTIO

High Malicious software

Benign software but with relationship to malicious indicator(s)

Unknown software but with relationship to malicious indicator(s)

Medium Benign software but vulnerable

Benign software but has been used by threat actor to perform attack
Low Possibly non-malicious software
Unknown Unknown software without known relationship to malicious indicator(s)

Table 1: Example Threat Level Classification Policy

Situational awareness: is achieved through the evidence-based
knowledge accumulated within the ontology. A simple observable
such as an IP, domain name, hash, or registry key can be part
of or related to an indicator of compromise captured within the
knowledge base and be queried upon to retrieve more contextual
information based on what is known. For example, an identified
malicious hash can be pivoted to provide related information about
command and control (C2) servers that this malware instance has
been observed communicating with, the malware family that be-
longs to, the campaigns that have utilized this malware instance
or another instance of the same family, the threat actor behind
the identified campaign and malware, the motivations and goals
of the threat actor, as well as the target of the attack such as a
specific sector the malware family and the attacker target. When
an incident’s scope can be determined and taken into account, the
response speed and effectiveness increase.
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Prediction: an organization can introduce an anticipatory threat
reduction element into security operations through the increased
levels of situational awareness attained from utilizing cyber threat
intelligence. For instance, at a more technical level, an unknown
executed software that relates to a known malicious property may
support revealing an associated malware family. A defender can
potentially infer the subsequent steps of a campaign targeting the
organization or quickly get an insight into what the attack possibly
has caused.

Course of action: refers to the steps taken either to prevent an
attack or respond to an attack. A course of action within CTIO is de-
scribed in prose or in a standardized manner that enables real-time
automated response actions. Our system utilizes the OASIS Open
Command and Control (OpenC2) language [8]. OpenC2 enables the
command and control of cyber defense systems and components
in a manner that is agnostic of the underlying utilized products,
technologies, transport mechanisms, or other aspects of the im-
plementation. An OpenC2 command comprises an action, a target,
an optional actuator that executes the command, and additional
arguments that influence how the command is performed. OpenC2
assumes that an event has been detected, a decision to act has been
made, the action is warranted, and the initiator and recipient of the
commands are authenticated and authorized [9].

Other advantages of the proposed system are the following:

o Integrating and updating new and existing concepts and
threat intelligence is achieved seamlessly or requires mini-
mal modifications due to the system’s underlying ontology
language technology. Therefore CTIO can be enriched struc-
turally and updated about emerging threats.

e Sysmon log analysis can help detect threats that could oth-
erwise go undetected by traditional network intrusion de-
tection systems and network firewalls, such as encrypted
traffic.

o The inference capability of ontologies by using logic, the
available constructs, and class expressions can derive very
expressive knowledge representations increasing data uni-
fication and interpretability. For example, a set of rules can
classify new malware instances based on the infrastructure
type they use, like malware that has used cloud service APIs
to exfiltrate data or malware related to establish a botnet and
botnet infrastructure. Also, consistency checking is vital to
avoid misrepresentation of data.

o The ontological knowledge base can be searched using gran-
ular semantic queries allowing human or machine agents
to answer complex questions or to perform threat hunting.
Queries can also be enriched with regular expressions for-
mulating a more signature-based detection method.

e The proposed system can speed up security operations, im-
prove the detection rate of non-benign software, and add an
additional layer of security by automating the investigation
process.

o The cyber threat intelligence ontology can scale, be deployed
in a cloud environment, and be maintained by an organiza-
tion or a threat intelligence community. In our case, CTIO is
accessed using rest-style SPARQL queries over HTTPS.
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Figure 2: High-Level Architecture of the Software Threat As-
sessment System

4.1 Operational Flow of the System

The system, also presented in Figure 2, aggregates Sysmon logs
from Windows-based workstations and, using a parsing engine,
automatically extracts attributes based on each log’s Event ID for
conducting a threat assessment. For example, a log with Event
ID 1 provides detailed information about process creation. Figure
3 presents a simplified Sysmon log with Event ID 1 linked to the
WannaCry ransomware attack manifested in May 2017. The parsing
engine extracts multiple elements like Event ID, computer name,
username, timestamp, process hash, and command lines of both
current and parent processes.

>1</EventiD>
dID>3421</Ever D>
) : 1Time="2017-10-19T09:03:15.9095158002"/>
="7792" ThreadID="7836"/>
>DESKTOP-K9E70J2</Computer>

1ID="5-1-5-18"/>

>

="UtcTime">2017-10-19 09:03:15.878</Data>

="ProcessGuid">{19048A7C-6A53-59E8-0000-0010709AA501}</Data>

="Processld">1776</Data>

="Image">C:\Users\win10\AppData\Local\Temp\Temp1._|  WannaCry.zip) exe</Date>

="CommandLine">"C:\Users\win10\AppData\Local\Temp\Temp1_Ransomware.WannaCry.zip\tasksche.exe"</Data>

="CurrentDirectory">C:\Windows\system32\</Data>

="User">DESKTOP-K9E70)2\win10</Data>

="LogonGuid">{19048A7C-393E-59E7-0000-0020A6430300}</Data>

="Logonld">0x343a6</Data>

="TerminalSessionld">1</Data>

="IntegrityLevel">Medium</Data>

="Hashes">MD5=84C82835A5D21BBCF75A61706D8AB549,
SHA256=EDO1EBFBCOEBSBBEASA5AF4DO1BF5F1071661840480439C6ESBABESEOSOEALAA,

AANAANAANAANANAARNAANAA

IMPHASH=68{013d743722653a8a98a05807afeb1</Data>
="ParentProcessGuid">{19048A7C-393F-59E7-0000-00107E960300)</Data>
="ParentProcessld">3384</Data>
="Parentimage">C:\Windows\explorer.exe</Data>
="ParentCommandLine">C:\Windows\Explorer.EXE</Data>

/ >

AANARN

Figure 3: Sysmon Log with Event ID 1 Related to WannaCry
Ransomware
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Next, a lookup engine inspects whether each process is included
in an in-house hash whitelist part of the ExtendedCPE component
and retrieves the associated threat level. The threat level of a be-
nign process may change based on new information, such as in
the case of a new CVE. Also, benign software instances associated
with a particular threat level may be further inspected regarding
their behavior. For example, a PowerShell instance spawned by
a graphical word processing program will raise a case. Further, a
downloaded file (Sysmon Event ID 11) by a PowerShell instance
spawned by a graphical word processing program will classify
the file as a high threat. Such criteria are encapsulated within on-
tology expressions allowing an inference engine to deduct new
information. Also, the relevant Sysmon events that are to be further
investigated are mapped, translated to triples, and are included in
a dedicated knowledge base. The lookup engine inspects whether
other extracted element values such as hashes and command lines
have been previously queried within a specified time-period and
retrieves the relevant information. This tier retains the processing
cycles of the SPARQL engine low and verifies rapidly benign or
malicious software. In the sight of an already classified process,
the system pushes the information directly to the decision-making
process engine, and the appropriate course of action is applied or
recommended. Element values of unidentified processes become
part of SPARQL queries that perform semantic searches upon the
CTIO knowledge base and are further transformed into triples for
performing reasoning. Based on the derived information and the
codified threat classification rules like the ones presented in Table
1, the decision-making process engine classifies a process as high,
medium, low, or unknown threat level. Processes that have been
classified unknown are either considered benign after manual ver-
ification or are further investigated in timed intervals by being
correlated with new intelligence. Furthermore, the system recom-
mends or executes courses of action by referencing a course of action
type policy and presents relevant threat intelligence to increase
threat awareness.

Figure 4 presents a set of sequential semantic queries based on
the WanaCry ransomware process creation Sysmon log presented
in Figure 3. Given a hash, the first query investigates whether

ASK { ?malware mwr:haslOC mwr:ed0lebfbc9ebSbbea545af4d01bf5f1071661840480439ce5babe8e080edlaa } ‘

SELECT DISTINCT ?openc2
WHERE { ?malware mwr:has|OC mwr:ed0lebfbc9ebSbbea545af4d01bf5f1071661840480439c6e5babe8e080e41aa.
OPTIONAL { ?malware mwr:hasOpenC2 ?coa.
?coa coa:openC2 ?openc2 } }

4f7749b4c54780cf6f!

’ CONSTRUCT { { mwr:b80d531 07b26c8f733173a729caf2 ?predicate ?object } } |

Figure 4: Basic queries in the SPARQL Engine

an associated indicator of compromise exists in the knowledge
base. Having confirmed an existing indicator of compromise, the
system based on the codified inference statements defined in the
associated policy has inferred that the process is of high threat.
The second query requests a course of action to implement and
is forwarded to the decision-making process engine that, based on
a course of action type policy, allows or disallows execution. For
instance, in the case of WannaCry, a course of action constitutes
allowing traffic passing through a firewall for a specific domain that

ICCSP 2018, March 16-18, 2018, Guiyang, China

acts as a kill-switch, blocking C2 communications to specific .onion
domains, for externally facing servers and systems that do not use
SMB or Windows Network File Sharing capabilities block SMB
network traffic, and finally restore infected systems to a previous
state. Examples of OpenC2 commands are presented in Figure 5.

{
"action":"allow",
"target": {
"network_traffic": {
“domain_name"; {
"value":"iugerfsodpdifjaposdfjhgosurijfaewrwergwea"
¥
}

"actuator": {

"application_level_proxy": {}

}

(a)

“action":"deny",
“target": {
"network _traffic": {

"domain_name"": {
"value":"57g7spgrzlojinas.onion",
"value":"76jdd2ir2embyva7.onion",
"value":"cwwnhwhlz52magm?.onion",
"value":"gx7ekbenv2riucmf.onion",
"value":"xxlvbrloxvriy2cs.onion”

1

"actuator": {
"application_level_proxy": {}

(b)

"action":"deny",
“target": {
"network _traffic": {
"port': {

}

"actuator": {
“network_firewall": {}

}

[C]

"action":"restore",
“target": {
"device": {
"computer": {
“name":" DESKTOP-K9E7012"
b

"options":{
"restore_point":"dateTime"
}
"actuator": {
"WindowsServer": {}

}
(d)

Figure 5: Example OpenC2 Course of Action for WannaCry
Ransomware

Additionally, the system returns a set of RDF triples that comprise
the complete known to our organization knowledge regarding the
identified threat (third query). Figure 6 presents a high-level threat
intelligence graph of the referenced WannaCry ransomware.

5 DISCUSSION

This research work presented an approach for software threat as-
sessment that relies on Sysmon logs and a cyber threat intelligence
ontology to evaluate and infer the threat level of instantiated soft-
ware in a system automatically. The general system architecture
and the underlying ontology are not restrictive to utilizing Sysmon
logs but, in the same way, can utilize a diversified set of log types.

The proposed approach elucidated the benefits derived from uti-
lizing ontology technology and logic for cyber threat intelligence
purposes, where manual-based approaches often hinder the com-
plex tasks of correlation, analysis, and inference. An ontology for



ICCSP 2018, March 16-18, 2018, Guiyang, China

& B818097acflld6az

Vasileios Mavroeidis and Audun Jesang

# 13AMAVIWZdhxYgXe Y

ac55031896b504d9. .,

& dcac8383cc76738
eech57 566 34cdae...

# b9c5d4339809e0a
d9a00d4d3 dd26fd...

.

# 42468603 fdcb7a2
ebS770705898cf9...
/

QepoHkHSQuyE Nga... ‘ 1

| Ransomware

@ 48673680746 FBE
027E8982F62A83C...

~ \
- ~
Ve N 1 E
& 7bf2b57f2a20576
8755c07f238fb32... | \

_— _ \

Wi r‘r
N L | ¢ sacs2s3sasd2ibb # 4fefSe34143e646
\\)\ cf75a617 06dBabs... dbfa907c4374276...
. \ ;

# 115p7UMMngojlpM
KpHACRATNOXS.
\

.
\
\ i A | 4 1219YDPgwueZSNy

A \ Mgw51%p7AABisr...

T # ed0lebfbedebsbb b

malware file (instance with SHA-256)
has network traffic object

has OpenC2

has related threat actor

malware family

ea545af4d0 1bf5f... " \

# gx7ekbenvZrivem
f.onion
A -

— drOpS | & 68f013d74372365 - ' y
Exploits CVE 3aBa98a05807afe.., -.\ 1

meehas individual WA/ T

— has subcllass‘ __a- # CVE-2017-0144
related bitcoin address o —_ 4f7749b4c5 4780¢... )

m— related CWE ) o . I # 36al55asasasetb I

== has IMP hash : - 5848d15780a91b0. ..
has MD5 hash 7.onion P

== has SHA256 hash h N sonien g v .
has 10C -

i

& xxlvbrioxwriy2e
5.onion & 7EjddZirzembyvd
—— 7.onion

Figure 6: High-Level RDF Graph of WannaCry Ransomware

cyber threat intelligence comprises multiple concepts describing
the who, what, why, when, where, and how of adversarial opera-
tions and can be integrated into many different functions of cyber
defense such as risk management, threat hunting, incident response,
or proactive defense.

Performing core reasoning tasks and semantic queries on large
and complex ontologies are resource and time-intensive. Scaling
such ontological systems should be considered by taking into ac-
count the size of the knowledge base, the number and complexity
of the expressions and rules applied, and the frequency for applying
reasoning on new intelligence.

Finally, elevating the standard RDF tabular representation to
visualized semantic graphs provides better and easier knowledge
exploration and, consequently, conveys key insights more effec-
tively.

6 CONCLUSION

Defenders utilize cyber threat intelligence to make threat-informed
decisions. In this research work, we presented a semantic repre-
sentation of a cyber threat intelligence model [1] using the web
ontology language for the purpose of introducing automation in
assessing the threat level of instances of executed software on end-
points. Using the reasoning capability of ontologies, we codified
statements that can infer the threat level of a process by correlating
information derived from Sysmon logs to cyber threat intelligence.
In addition, we demonstrated how a standardized language for com-
mand and control could activate a rapid threat-informed response.
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