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Preface

This book consists of the 17th IFIP WG 9.4 conference proceedings (ICT4D 2022).
The theme of the conference was “Freedom and Social Inclusion in a Connected
World”. The conference was originally scheduled to take place in May 2021 in Lima,
Peru. Due to the COVID-19 pandemic that started in 2020, with Peru being one of the
worst affected countries, the conference had to be held online, despite having been
postponed by one year.

The pandemic is not only a public health crisis. Deep-seated inequalities and ten-
sions have been unveiled and magnified under COVID-19 across different social,
institutional, and cultural contexts, including in the most advanced economies. Digital
connection has never been more profoundly implicated in the freedom and wellbeing of
individuals as societies face the challenge of a severe pandemic. New theories, con-
cepts, and philosophical perspectives are needed to shed light on the digital challenges
in an increasingly complex and precarious world.

It was at this disruptive, historical moment that the call for papers for ICT4D 2022
was issued. Authors were invited to examine the role of digital technology in relation to
diverse forms of exclusion, marginalization, and vulnerabilities, and to investigate the
intersections between technology and various systems of power in the uneven land-
scape of development.

The virtual conference consisted of 13 tracks as listed below, including two foreign
language tracks in Spanish and Portuguese respectively, and a track dedicated to
Research in Progress papers.

1. Digital Platforms
2. Government Corruption, ICTs, and the Quest for Inclusion
3. Human-Computer Interaction for Ethical Value Exchange and Social Inclusion
4. Digital Entrepreneurship for Development
5. Digital Resilience in Adversity
6. Artificial Intelligence, Inequalities, and Human Rights
7. Pushing Boundaries - New and Innovative Philosophical, Theoretical and

Methodological Approaches to Researching ICT4D
8. Reimagining Digital Technology for the “New Normal”: A Feminist Approach to

Freedom and Social Inclusion
9. Digital Rights and Activism

10. ICT in Displacement and Conflict Zones: Ideas, Disconnects, and Innovations
11. Research in Spanish
12. Research in Portuguese
13. Research in Progress

It was encouraging to see some topic areas developing in this year’s IFIP WG 9.4
conference, such as the tracks on feminist approaches, artificial intelligence, and digital
rights and activism. In total, 58 papers were submitted, 41 were accepted and presented



at the conference, and 40 papers were included in this published version of the
proceedings.

Out of the 40 papers accepted in this volume, 3 are short papers. Each paper was
reviewed in a double-blind process by at least 2 reviewers.

The keynote speaker of the conference was Tim Unwin, UNESCO Chair in ICT4D,
who gave a talk on “Freedom, enslavement and the digital barons: A thought experi-
ment”. It is also important to mention the thought-provoking discussions led by the five
very interesting panels, all of which were closely linked to the conference theme
although not included in the proceedings:

• Freedom and Social Inclusion in a Connected World
Panelists: Dorothea Kleine, Yingqin Zheng, Kirstin Krauss, Sundeep Sahay

Moderator: Pamela Abbott
• Differential Privileges Shaping ICT4D: Intersectional Analysis of Implications for

Theory, Policy, and Practice
Panelists: Tony Sandset, Susan Scott, Pitso Tsibolane, Tendani Chimboza

Moderator: Arunima Sehgal Mukherjee
• Artificial Intelligence for Freedom and Social Inclusion? Limits and Possibilities in

the Global South
Panelists: Carla Bonina, Fabrizio Scrollini, Maria Esther Cervantes, Javiera Atenas,
Renata Avila

Moderator: Carla Bonina
• Mediated Activism: Clicks for Justice and Freedom

Panelists: Paridhi Gupta, Ashique Ali T, Çağdaş Dedeoğlu

Moderator: Priyank Chandra
• Feminist and Queer Approaches to Technological Resistance in the Global South

Panelists: Azadeh Akbari, Margaret Cheesman, Silvia Masiero, Ayushi Tandon,
Katherine Wyers

Moderators: Azadeh Akbari, Margaret Cheesman

We are grateful for the insightful contributions of the panelists as much as the
presented papers. We hope to see the perspectives and exchanges from the conference
papers and panels, as well as those taking place in virtual roundtables and meetup
groups, further developed and fed into a more open, vibrant, and critical discourse of
ICT4D.

Yingqin Zheng
Pamela Abbott

Jose-Antonio Robles-Flores

vi Preface
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Leveraging Government Digital Platforms
in Resource-Constrained Countries:

Micro-foundations of Woredas in Ethiopia

Debas Senshaw(B)

ICT 4D Research Center, Bahir Dar Institute of Technology, Bahir Dar University, Bahir Dar,
Ethiopia

debassenshaw@gmail.com

Abstract. The purpose of this paper is to identify the micro-foundations of
Woredas in Ethiopia that digitally innovate on the existing government digital
platform. The study used a qualitative interpretive case study strategy with three
government administrative regions in Ethiopia (calledWoredas) that innovate dig-
itally using the government digital platform. To collect data, a structured interview
protocol was used. From each of the Woredas (districts), five respondents were
chosen to represent users, ICT staff, andmanagement, making a total of 15 respon-
dents. The findings show that the digital platform governance model plays the
most important role in digital government innovation. Woredas demonstrate sens-
ing capabilities by learning from the affordances provided by the digital platform.
Furthermore, despite the joint nature of their seizing capabilities, no clear orga-
nizational structures exist to manifest these capabilities. The governance model,
which is centralized in one ICT unit, limits the reconfiguring capabilities.

Keywords: Government digital platforms · Digital platforms ·
Micro-foundations

1 Introduction

Digital platforms play a significant role in facilitating social networking and creating
economic values [1, 2]. Many citizen-government collaboration activities such as voting
and participatory policymaking are encouraged by digital platforms [3–6]. The major-
ity of digital platforms share several key features [7]. First, they are technologically
mediated. Second, they allow users to communicate with one another. Third, users of
digital platforms can perform specific activities. As such, the services provided by dig-
ital platforms allow interaction among service consumers and producers [1, 7]. Many
low-income countries’ digital platforms have lately been enhanced [8].

Improvements in digital platforms that use digital innovation have been shown to
notably improve the socio-economic activities of low-income countries [9–11]. Digital
innovation in a low-income country may be deemed commonplace in a high-income

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
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4 D. Senshaw

country. Nonetheless, the fundamental thesis of digital innovation remains the devel-
opment of new products, services, or organizational models through the use of digital
platforms [12–14]. In this study, digital innovation refers to the use of the government’s
digital platform to improve government service delivery. The government of Ethiopia
uses the digital platform to provide civil servants with access to government-restricted
information and access to content available on the Internet in different sectors such as
education, health, agriculture, and governance.

Despite the improvement of digital platforms in resource-constrained countries, the
digital development index remains stumpy mainly in Africa [15–18]. The existence of
a well-defined digital platform does not ensure its utilization or innovation [19, 20].
Unreliable Internet access, digital illiteracy, a digital divide among users, and the use
of the platform by individuals with impairments have all been mentioned as barriers to
digital adoption [4, 6, 19–21].

Government digital platform is expected to enhance government performance by
lowering costs, increasing revenue, and lowering transaction costs [18, 22]. It is con-
sidered a way to improve government and public administration performance, as well
as a requirement for economic and social growth, particularly for resource-constrained
countries. Social and economic growth are particularly crucial in low-income countries
like Ethiopia, where governmental administration is defined by incompetence, limited
capacity, and inadequately trained personnel [23, 24]. For instance, Digital platforms
based on the local context, such as m-pesa, have been found to have a higher rate of
acceptance in resource-constrained countries than platforms taken from other settings
[25].

The focus of this study is to understand how Woredas in Ethiopia are using existing
digital platforms innovatively. Ethiopia’s government created a digital platform that
allows various government agencies to integrate data transfers and receive government
services. Ethiopia established the government digital platform in 2007. This digital
platform is a transaction platform [26] that was designed for the exchange of digital
data among government organizations and was mainly created to provide government
services to the lowest administrative regions called Woredas. “Woreda” is an Amharic
term that refers to an administrative region consisting of about 100,000 people. It’s
meaning is similar to that of a district. Ethiopia is Africa’s second-largest country, with
112,078,730 people [27] and Africa’s tenth-largest country with 1,104,300 km2. 976
(93%) of the 1,050 Woredas have access to the government digital platform. Despite
significant investments, only a few Woredas are using the digital platform to innovate
government services [28].

The micro-foundations of dynamic capacities (DCs) include cognitive abilities to
scan opportunities or uncover prospects, grab chances and/orminimize risks, and restruc-
ture or reshuffle the internal resources of government agencies [29]. When government
organizations constantly sense and seize opportunities, and reallocate or realign their
internal resource to adapt to the agile environment, they generate DCs [30]. The repet-
itive action of sensing, seizing, and reconfiguring capabilities enable government orga-
nizations to transform their business model to be efficient and effective in their routine
activities.
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Although dynamic capabilities framework (DCF) initially emerged from the per-
spective of strategic management to make private organizations more competitive, gov-
ernment organizations have also begun to consider the framework as a means to create
new government services driven by digital technology. This is because both government
and private organizations have similar organizational features such as resources, rou-
tines, and capabilities but with different purposes [31–33]. The following are some of
the rationale why dynamic capability theorywas selected for this research: first, dynamic
capability theory considers digital platforms as a central constituent of innovative use
of resources, and second, dynamic capability theory switches the focus from resource
holdings to resource creativity, which is critical in resource-strapped low-income coun-
tries. Additionally, the dynamic capability theory has also been adopted to make sense of
resource-constrained countries’ digital innovation [34–36]. However, little research has
been carried out on the micro-foundations of dynamic capabilities that support digital
platforms in resource-constrained countries [37].

The study’s goal was to learn about the micro-foundations of local government
administrative areas, known as Woredas in Ethiopia, and how these Woredas innovate
using the existing government digital platform. Therefore, this research work thought
answer the following research question: How can micro-foundations of dynamic capa-
bilities of government organizations that can leverage the usage of government digital
platforms be identified?

The following is how the rest of the paper is structured: A review of the literature on
digital platforms and micro-foundations of dynamic capabilities is provided in the next
section. Following this, a description of the government digital platform, and materials
and method section are explained. The data analysis and results are then provided,
accompanied by a discussion of the findings. Finally, the conclusion, limitations, and
future research directions are discussed.

2 Literature Review

2.1 Digital Platforms

The concept of digital platforms is continuously growing, and it’s often described in
terms of context [1, 38]. Digital platforms are socio-technical frameworks that integrate
data, services, technologies, and users to impact community interests [39, 40].

The most significant variations among digital platforms are their market capitaliza-
tion, sector of operation, and governance methods [7]. The governance technique iden-
tifies who is in charge of making platform decisions. The sector in which the platform is
created has an impact on the platform’s design and administration. Market capitalization
is influenced by the ownership structure in which the platform should aim for profit or
welfare maximization.

Digital platforms are useful since they lower expenses such as distribution, searching,
contracting, and monitoring [4, 40, 41]. Aggregation platforms, such as TripAdvisor and
Expedia, compile travel data from a variety of sources into a single platform, reducing
the cost of finding information. Online platforms also offer a technical development
environment [42–44].
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Another quality of digital platforms is their ability to generate innovative ideas [44,
45] and also cross-side network effects [46, 47]. Generativity refers to a platform’s
potential to produce novel outcomes as a result of big and diversified users [48, 49]. By
harnessing the contributions of a large group of people, crowd sourcing, for example,
leads to the creation of innovative approaches to solving complex problems. Cross-side
network effects show how a user’s worth rises as the number of users on the opposite
side rises. For instance, when there are more buyers on the other side of eBay or Amazon
transactions, the usefulness of the digital platform for the seller grows, and conversely.

However, to implement digital platforms in low-income countries, organizational,
cultural, and administrative factors must be taken into account [50]. Due to differences
in administrative and cultural aspects, a mere transfer of digital platform ideas does not
work in low-income countries[51]. This is because there is a possibility that the solutions
would be abused by bureaucratic elites. This could result in corruption, centralism, and
inefficiency. To put it another way, a context-based strategy is a more practical method
for implementing digital platforms in low-income nations[25, 52].

In addition to being addressed as products, digital platforms are also regarded as
ecosystems. Digital platforms, according to the product-oriented approach, are physical
goods developed via the engineering of architectural designs, in which economies of
scale and scope can be realized through the reuse of components [44, 53–55]. From
an ecosystem viewpoint, platforms are considered as a system of business centers that
manage and organize interactions across enterprises [42, 44, 56]. This study considers
an ecosystem approach, where a government digital platform is used to provide gov-
ernment services and enable an exchange of data and information among government
organizations.

2.2 Micro-foundations of Organization’s Dynamic Capabilities

Dynamic capabilities are an organization’s ability to reconfigure and recombine its
internal resources to improve organizational performance [56–59]. In unexpected and
dynamic situations, the DCF emphasizes the effective and strategic use of available
organizational resources, both physical and nonphysical, to achieve an organizational
purpose [59, 60].

Dynamic capabilities enable an organization to implement plans and strategies in
novel ways that improve its effectiveness and efficiency [61, 62]. The primary concern
in dynamic capability theory is the utilization of existing and available internal resources
rather than the acquisition of additional resources [63, 64]. Dynamic capabilities aid
in the investigation of not only the non-infrastructural resources required, but also how
internal resources are constantly restructured and reused for organizational effectiveness
and efficiency [59, 60, 65]. Dynamic capabilities are characterized by the ability to adapt
to changing external environments and reinvent existing routines [59, 66, 67]. Dynamic
capabilities can lead to greater social and economic progress in low-income countries
by allowing them to make better use of their limited resources [68, 69].

Micro-foundations are associatedwith tacit knowledge and are inbuilt organizational
intangible elements. These intangible aspects such as processes, procedures, managerial
cognition, and knowledge are known as the micro-foundations of dynamic capabilities
[70]. Organizational structures, distinctive competences, decision rules, and disciplines
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are also micro-foundations of dynamic capabilities, and these micro-foundations can
be divided into three interconnected concepts: sensing, seizing and reconfiguring [70].
The micro-foundations of an organization are facilitators of dynamic capabilities and
are discussed in the following section.

2.2.1 Sensing

Sensing activity is the primary and fundamental activity to which organizations should
pay close attention to discover new opportunities and be aware of unexpected threats.
Sensing activity can be defined as scanning the condition or tendency of the environment
in search of information from stakeholders and customers. Sensing is accomplished by
learning or interpreting available information and new data [71]. This activity allows
not only to discover existing opportunities but also to create new ones. Organizations
need to implement this opportunity systematically. According to the literature, it is the
management body’s responsibility to carry out this activity by filtering the important
and relevant information [72].

SQ1: How do Woredas that digitally innovate using government digital platform
manifest their sensing capabilities?

2.2.2 Seizing

The seizing activity follows the sensing activity. Developing a business model, recogniz-
ing resource needs, making proper decisions about technology and resource investments,
and lastly guiding and leading people to implement the required changes are all part of
seizing activities. Making a significant change in decision making, as well as formulat-
ing and designing a new business model, are examples of seizing activity. According to
research works, organizational decision-making is a complex process that requires sev-
eral steps to be functional [72]. This is owing to the fact that numerous functional areas
are involved in decision-making. Tomake decision-making easier, these cross-functional
areas should be emphasized [58].

SQ2: How do Woredas that digitally innovate using government digital platform
manifest their seizing capabilities?

2.2.3 Reconfiguring

After seizing an opportunity, an organization’s resources should be constantly recon-
figured. The reconfiguring activity entails rearranging, reallocating, and realigning
resources to increase the organization’s value. The reconfiguring activity enables the
organization to respond to changing circumstances. To complete this activity, it is essen-
tial to change the structure of an organization, manage strategy fit, and ensure incentive
alignments. To put it another way, organizations should have a loosely coupled struc-
ture to foster innovation. A strategic fit necessitates the allocation of assets and other
resources to increase or improve the organization’s value. Incentives should be set up in
such a way that the organization’s performance or improvement is guaranteed.
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Managerial and organizational processes can both benefit from restructuring activ-
ity. Reconfiguring the managerial process entails activities such as improving commu-
nication between managers, whereas reconfiguring the organizational process entails
activities such as reallocating resources to maintain effectiveness and efficiency.

SQ3: How do Woredas that digitally innovate using government digital platform
manifest their reconfiguring capabilities?

3 The Government Digital Platform in Ethiopia

As any of digital platforms it is essential to describe the purpose, governance arrangement
and geographical location of the government digital platform in Ethiopia [7]. Regarding
its purpose, the government digital platform is an Ethiopian district-based government
digital platform. Broadband, terrestrial, and satellite networks connect the lowest levels
of government [73–75]. Federal, regional, and Woreda-level government entities across
the country use the government digital platform to access government services including
video conferencing, directory services, mail services, and Internet connectivity [74, 76].

On the other hand, the digital platform is governed by the former Ethiopian ICT
DevelopmentAgency (EICTDA), nowknown as theMinistry of Science andTechnology
(MST).MST is responsible for developing rules and regulations governing howWoredas
use the government digital platform. The government digital platform consists of three-
tier architecture, namely, the national data centre, regional data centres, and Woreda
data centres. The national data centre (NDC) is in charge of centrally managing the
government’s digital platform, as well as controlling and maintaining infrastructure,
organizing the activities of regional andWoreda data centers, and providing support and
training. The regional data centers are in charge of managing and controlling services
given to government entities in their respective regions, in addition to serving Woreda
centers inside their regions. At the most basic level, each Woreda has Woreda centers
that provide direct services to Woreda government offices. Each Woreda centre has at
least two ICT Staff who are assigned to manage services and provide ICT training to
Woreda-level government offices.

Regarding the geographical location of the platform, theNationalDataCentre (NDC)
is in Addis Ababa, Ethiopia’s capital, while regional data centers are in each regional
state’s capital cities; Woreda centers are in each Woreda’s main towns. VSAT connects
the majority of Woreda’s data centers to the national data center. The NDC is the hub of
the government’s digital platform, which provides all the services.

4 Materials and Method

This study used a qualitative-interpretive research paradigm, which allowed the
researchers to investigate digital innovation based on the government digital platform in
its natural environment [36, 77, 78]. Qualitative-interpretivism allows for more freedom
in conducting in-depth investigations into patterns [79], using inductive reasoning to pay
close attention to process, context, interpretation, meaning, or understanding [80]. This
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method captures the effects of respondents’ actions and experiences on a phenomenon
of interest without the use of standardized and predetermined response categories [80,
81].

4.1 Data Collection

The data was acquired utilizing a structured interview instrument and a case study
research technique.

4.1.1 Interview Selection

Three process owners (those in government agencieswho oversee similar processes), one
from each government agency, one from ICT support, and a district administrator (or a
representative) from each of the threeWoredaswere selected. Therewere 15 respondents
in total.

4.1.2 Interview Design

The interview questions were developed based on studies on eliciting sensing, seizing,
and reconfiguring capabilities [65]. To analyze Woredas’ micro-foundations of dynamic
capabilities, theoretical notions such as micro-foundations of dynamic capability the-
ory were operationalized into interview questions. Appendix A contains the interview
protocol.

4.1.3 Reliability and Validity

Qualitative research’s trustworthiness, rigor, andquality are used to describe its reliability
and validity [36, 82]. Qualitative research’s quality is determined by its credibility,
dependability, confirmability, transferability, and authenticity [83]. Credibility refers
to the belief in the study’s truth and, as a result, the study’s findings. The researcher
performed in-depth interviews with open-ended inquiries to establish trustworthiness.
This method of interviewing enables researchers to gain a deeper grasp of respondents’
real-life experiences. The interview protocol wasmaintained uniformly for all interviews
in similar situations. Dependability refers to the data’s consistency across the course of
the study. The researcher collected data under similar conditions for all interviews.Audio
recordings of the interviews were made, and field notes were gathered throughout the
procedure. Confirmability refers to the degree to which the results are consistent. The
recorded interviews were transcribed into text and returned back to the respondents
to confirm that the transcription reflected what they said. Atlas.ti8 was used to collect
extensive notes during the analysis. Transferability describes the degree towhichfindings
can be used in different contexts. The research was conducted in three Woredas with
similar socio-economic and political environments.Authenticity refers to howaccurately
and completely researchers depict a variety of various realities and appropriate study
participants. The appropriate government entity in the Amhara Regional State selected
the sample Woredas. Furthermore, the respondents included a diverse group of civil
workers from various levels of management, as well as users and ICT professionals.
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4.2 Case Design

Ethiopia has 1,050 Woredas, 976 of which (93%) have access to the government digital
platform. Six Woredas were chosen for the study: three that digitally innovate with the
government digital platform (the Amhara Regional State, Dangila town, and Woreta
town) and three that do not (Bahir Dar town, Bahir Dar Zuria district and Farta). The
Amhara Regional State Science, Technology, and Information Communication Com-
mission’s ICT management chose the Woredas (STICC). Due to length constraints, this
paper examines only themicro-foundations of dynamic capabilities of the threeWoredas
that digitally innovate with the government digital platform.

Three ICT sample systems of the government digital platform supporting three dif-
ferent government agencies were chosen from each of the Woredas understudies: the
judiciary system, human resources (HR) system, and the finance system.

4.2.1 Judiciary (Court) System

Computer-based information and database technologies enhance the court process. At
the federal, regional, and Woreda levels, this system hosts court activities such as cases,
records, sessions, charges, verdicts, and penalties. Online court services are provided
using video conferencing technology. This technology is important primarily in geo-
graphically remote districts or locations where citizens with court cases may find it
difficult to travel to the judge’s residence.

4.2.2 Human Resource Management System

Video conferencing technology is used in the human resource management process to
provide employees with timely information and training, particularly in remote areas.
This technology saves time that would otherwise be spent traveling from the work-
place to the training facility and vice versa. This also lowers training-related travel and
administrative expenses.

4.2.3 Finance Management System

The finance management system uses the government digital platform infrastructure to
allocate and distribute and process budgets for government organizations at various levels
such as federal, regional, and district. For recording, processing, and reporting financial
data, the process employs the Integrated Budget and Expenditure (IBEX) system.

5 Data Analysis and Results

Thematic content analysis methods were used in Atlas. ti8 to analyze the interview data.

5.1 Content Analysis Strategy

Thematic analysis is a method of recognizing themes in qualitative data. A sequence of
steps is taken into account in the thematic analysis of unstructured data [84]. To elicit the
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codes and generate categories (themes) from the data content, an inductive approach was
used (see Appendices B-D and Appendices E–G). Process coding was chosen because it
corresponds to the study’s interpretive nature. Becausewords that end in “ing” frequently
indicate actions in data, process coding enabled the identification of action statements
in those words. Furthermore, process coding aided in identifying continuous actions or
interactions engaged in response to problems [85, 86].

5.2 Results

This section summarizes the findings of the analysis based on the research questions:

5.2.1 Sensing Capabilities

11 unique codes were elicited with a total count of 59. Four themes were further elicited
from codes (Table 1).

Table 1. Sensing capabilities of Woredas (from fieldwork)

Sensing capability themes Sensing capability codes Frequency

Using email and messaging services
(22)

Using multicast video conferencing 4

Using messaging services 7

Using email services 11

Using customer online report and
customer feedback (18)

Using customer online report 6

Using feedback of reports 9

Understanding customer needs 3

Using telephone and fax (14) Using telephone 8

Using fax 2

Using dedicated call centre 4

Using web site and compliant
management system (5)

Using complaint management system 1

Using web site 4

Total 59

According to the themes,Woredas obtain new information from customers and stake-
holders via email and messaging services, followed by customer online reports and
customer feedback. The use of a website and a compliant management system is less
preferred. Several quotes from the interviews show how someWoredas use their sensing
capabilities.

“We usually identify threats and opportunities after we collect feedbacks from our
customers using our website.”(Male, Court service process owner)

“We use email to collect new information from our customers and identify
opportunities.” (Male, ICT support)
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“We are always searching for opportunities while we communicate with our
customers via video conferencing.”(Male, Human resource management process
owner)

5.2.2 Seizing Capabilities

10 Unique codes were elicited with a total count of 28. Four themes were further elicited
from codes (Table 2).

Table 2. Seizing capabilities of Woredas (from fieldwork)

Seizing capability themes Seizing capability codes Frequency

Learning from experience sharing and
research works (12)

Attending online free tutorials 3

Looking through research works of
others

3

Sharing experience 6

Conducting panel discussion (7) Inviting external experts 2

Discussing on new technologies 5

Analysing customer needs and
encouraging employees with new ideas
(6)

Analysing customer entire business
processes

1

Using feedback of reports 3

Encouraging employees with new
ideas

2

Analysing the appropriateness of
technologies(3)

Evaluating the specification of new
technologies

2

Checking the appropriateness of
technologies

1

Total 28

Concerning seizing capabilities, the themes suggest thatWoredas shape and interpret
new information by learning from experience sharing and looking through research
works, closely followed by a panel discussion of new technologies, analyzing customer
needs, and encouraging employees to come up with new ideas. This procedure is carried
out by enlisting the assistance of external experts from companies and universities. The
quotations below illustrate the interviewees’ seizing capability codes and themes:

“We use online training to interpret and understand new information obtained
from stakeholders and customers.”(Male, Court service process owner)

“We use the Internet to make decisions on the specifications of new technologies
to invest in them.” (Female, Finance process owner)

“We use video conferencing to help our branch offices implement new ideas as fast
as possible to seize opportunities.” (Male, Human resource management process
owner)
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“Weanalyze threats associatedwith newopportunities afterwe collect information
using compliant management system.” (Male, ICT support)

5.2.3 Reconfiguring Capabilities

Nine unique codeswere elicitedwith a total count of 38. Five themeswere further elicited
from codes (Table 3).

Table 3. Reconfiguring capability of Woredas (from fieldwork)

Reconfiguring capability categories Reconfiguring capability codes Frequency

Providing incentives (21) Providing short term training 7

Applying better salary package 14

Ensuring appropriate use of
technologies (6)

Upgrading service bandwidth 4

Ensuring alignment of technologies 2

Using better performance technologies
(6)

Using better performance hard wares 2

Using latest version soft wares 4

Using intranet communication(3) Using intranet communication 3

Improving infrastructure and managing
external factors (2)

Improving infrastructure 1

Managing external factors 1

Total 38

The themes reveal that providing incentives to IT skills in the form of short-term
training and a better salary package is critical to retaining IT experts in their work.
Ensuring appropriate technology use, as well as using higher-performance technologies,
increases the value of the government digital platform services significantly. The inter-
view excerpts below describe howWoredas that digitally innovate using the government
digital platform practice reconfiguring capabilities:

“We provide short term training and special salary package for IT experts to
sustain the effectiveness of the government digital platform in ourWoreda.”(Male,
Woreda administrator)

“In our organization, effective voice communication and file exchange among the
top management body is undertaken by using IP messenger.” (Female, Finance
process owner)

“We improve the value of our services to our customers by upgrading the service
bandwidth of the court case management system.” (Male, Court service process
owner)
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6 Discussion of Findings

The findings indicate that Woredas have sensing capabilities via the government digital
platform. The Woredas understand changes in their agile environment to identify and
mitigate any threats. Similarly, Owoseni and Twinomurinzi [36] discovered that small
and medium enterprises (SMEs) in Lagos, Nigeria use capabilities such as feedback,
social media, and Internet-based technologies, among other things, to identify emerging
market opportunities in their research. The comparison holds because organizational
elements such as resources, routines, and capabilities that enable improved performance
can be found in both government and private organizations using the same logic [31–33].

The attempt to translate and exploit these opportunities (the seizing capability) is
primarily driven by self-motivated efforts such as learning from experience sharing and
looking through research works, analyzing customer needs, and encouraging employees
with new ideas. Furthermore, the seizing capabilities of Woredas (Table 2) were related
to learning from others’ innovations. This could show that learning from the innovation
of others rather than investing in innovation is regarded as important for deploying the
micro-foundations of Woredas as it is cost-effective [32, 33, 87]. However, there are
no apparent Woreda structures in place that outline how to take advantage of identified
opportunities. Self-driven efforts that are not part of an organizational structure, such as
those in government, tend to be frustrating in large organizational structures. This has
resulted from path dependencies that are built up in the past [88]. Other organizations
demonstrate their seizing capabilities through organizational learning, in which individ-
ual agents in the organization use the organization’s structure to gain knowledge from
the environment and then communicate among members and subunits to incorporate the
shared knowledge into the organization’s working procedures [89, 90].

The same capability codes overlap between different capabilities with different con-
texts, as shown in Tables 1 and 2 of the results section. Government organizations in the
Woredas, for example, use feedback of reports as both sensing and seizing capabilities.
They use these capabilities in a variety of contexts. They use these sensing capabilities
to examine the environment for opportunities and manage threats. However, as seizing
capabilities, they also use the same capabilities to shape new information or ideas based
on knowledge obtained from feedback report. This exhibits that the micro-foundations
are conceptually different but correlated [65].
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In terms of the ability to rearrange, reallocate, and realign resources to increase the
value of the existing digital platform by capitalizing on identified opportunities (the
reconfiguring capabilities), Woredas rely primarily on technical ICT that depends on an
external competence that may not be readily available in the Woredas. Moreover, the
traditional or centralized (not being decentralized) governance model of the government
digital platform contributed to restraining the development of reconfiguring capabilities
that could be made by government organizations.

While the role of the government digital platform is to create opportunities for
Woredas to provide government services effectively and efficiently, Woredas that per-
form the repetitive activities of micro-foundations (sensing, seizing, and reconfiguring
capabilities) are found to modify their business models that enable them to make sense
of digital innovation.

6.1 Implications for Research, Practice, and Policy

Thefindings have practical and policy implications, particularly for resource-constrained
countries like Ethiopia, where the micro-foundations of the dynamic capabilities frame-
work are concerned with making the best use of limited resources already available.
In practice, policymakers and practitioners can use the micro-foundations of dynamic
capabilities to better understand crucial factors when creating government digital plat-
forms to encourage digital innovation in a quickly changing environment. The micro-
foundations uncovered can subsequently be taught to other Woredas who aren’t already
using the platform. Furthermore, the findings have research implications and can be
used as a foundation for researchers to further investigate the design and implementa-
tion of government digital platforms in low-income countries from the service innovation
perspective of micro-foundations.

The findings are also consistent with the governance model of the government digital
platform, which is overseen by a centralized ICT unit. The central unit creates the
rules and regulations that govern how Woredas interact with the government digital
platform. Local digital innovation is hampered by such a governance model. Many
other organizations are increasingly decentralizing digital innovation from a traditional
central ICT department to within each department by utilizing more ICT-savvy business
users rather than ICT technical experts [12, 91]. Constrained generativity and cross-side
effects are also reflected in the governance model. The following section concludes with
a reflection on the preceding findings as well as policy and practice recommendations.

7 Conclusion

The study’s goal was to identify, using qualitative-interpretive methods, the micro-
foundations of Woredas that digitally innovate using Ethiopia’s existing government
digital platform.

The Woredas demonstrated sensing capabilities by leveraging the digital platform
to understand their environment and identify opportunities, but the organizational struc-
tures to translate those opportunities into potential digital innovations were lacking.
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The governance structures surrounding digital platforms continue to be traditional and
centralized to an ICT unit. This governance framework holds back digital innovation.

The preference for self-learning and collaborative partnerships with external experts
as ameans of capitalizing on identified opportunities and integrating them into new learn-
ings from the external environment is a strength. However, the reliance on an external
reconfiguring capability limits the potential digital innovations.

As a result, the research suggests that policy regarding the governance model of
government digital platforms be reconsidered to allow for a more distributed model that
emphasizes greater collaboration with non-technical personnel supported by technical
ICT. The study recommends that sensible efforts be made to incentivize the self-learning
and collaborative approach in practice.

7.1 Limitations and Future Research

The study’s focus on Woredas of Amhara Regional States was one of its limitations.
Future research should look into increasing the number of the Regional States and
stakeholders across Woredas.

Funding. No funding was provided for the research.

Appendices

See Table 4, Figs. 1, 2, 3, 4, 5 and 6.

Table 4. Appendix A: Interview schedulef

Sub-research question Interview questions

Process owner ICT Support District administrator (or
representative)

SRQ1: How do Woredas
that digitally innovate
using government digital
platform manifest their
sensing capabilities?

1. From your experience,
how do you use the
government digital
platform to
systematically capture
new information from
stakeholders and
customers?

1. From your experience,
how do you use ICT to
support admin processes
to systematically capture
new information from
stakeholders and
customers in your
Woreda/zone?

1. From your experience,
how is the government
digital platform used to
help public agencies
systematically capture
new information from
stakeholders and
customers?

(continued)
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Table 4. (continued)

Sub-research question Interview questions

Process owner ICT Support District administrator (or
representative)

SRQ2: How do Woredas
that digitally innovate
using government digital
platform manifest their
seizing capabilities?

1. From your experience,
how do you use the
government digital
platform to shape or
interpret the new
information obtained
from customers?
2. From your experience,
how do you use the
government digital
platform to manage new
ways of doing things?
3. From your experience,
how do you use the
government digital
platform to make
decisions to invest on
technologies and
resources?

1. From your experience,
how do you use ICT to
support admin processes
to shape or interpret the
new information
obtained from customers
in your Woreda/zone?
2. From your experience,
how do you use the
government digital
platform to upgrade your
skills to shape new
techniques in your
Woreda/zone?
3. From your experience,
how do you use ICT to
adopt new technologies
on the government
digital platform?

1. From your experience,
how is the government
digital platform used to
help public agencies
shape or interpret the
new information
obtained from customers
and stakeholders?
2. From your experience,
how is the government
digital platform used to
support public agencies
to identify new ways of
doing things?
3. From your experience,
how do you use the
government digital
platform to help public
agencies make decisions
to invest on
technologies?

SRQ3: How do Woredas
that digitally innovate
using government digital
platform manifest their
reconfiguring
capabilities?

1. From your experience,
how do you use the
government digital
platform to rearrange or
reallocate or realign
resources?
2. From your experience,
how do you manage
incentive alignments to
sustain the effectiveness
of the government digital
platform in your
Woreda?
3. From your experience,
how do you use the
government digital
platform to communicate
between top-level
management bodies?

1. From your experience,
how do you use ICT to
improve the value of the
government digital
platform in your
Woreda/zone?
2. From your experience,
what form of incentive is
best to sustain the
effectiveness of the
government digital
platform in your
Woreda?
3. From your experience,
how do you use ICT to
communicate to admin
processes so that the
government digital
platform will assist
better?

1. From your experience,
how is the government
digital platform used to
support public agencies
to improve the value of
their services?
2. From your experience,
how do you perform
incentive alignments to
sustain the effectiveness
of the government digital
platform in your
Woreda?
3. From your experience,
how do you use the
government digital
platform to communicate
between top-level
management bodies?
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Fig. 1. Appendix B: Sensing capability coding regime

Fig. 2. Appendix C: Seizing capability coding regime

Fig. 3. Appendix D: Reconfiguring capability coding regime

Fig. 4. Appendix E: Network diagram for sensing capabilities
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Fig. 5. Appendix F: Network diagram for seizing capabilities

Fig. 6. Appendix G: Network diagram for reconfiguring capabilities
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Abstract. The purpose of this study is to understand how sociotechnical factors
shape the development of electronic government payment portal in developing
countries. E-Government research on payment has focused more on post develop-
ment phases such as adoption, implementation and use. As a result, little is known
about the development phases. To address this research gap, this study focuses
on the design and development of an electronic government payment portal in a
developing economy. The study employs dialectic process theory as an analytical
lens and qualitative interpretive case study as methodology. Findings show that
social challenges such as a contradictory requirements of stakeholders, frequent
interferences with the development process and technical challenges such as lack
of consensus on development tools, lack of relevant ICT skills in the public sector
and the use of a rigid software development methodology influenced the develop-
ment process. The conclusion offers implication for research, practice and policy
as well as recommendations for future research.

Keywords: E-Government · E-Payment portal · Developing economies ·
Dialetic process theory

1 Introduction

The purpose of this study is to understand the social and technical factors that influence
the design and development of e-government payment portals in a developing economy
and how they are addressed or not. E-Government refers to the interaction and delivery
of information and services to citizens as well as other relevant stakeholders through
the use of information and communication technologies [1]. E-payment refers to all
the automated processes in the exchange and transmission of monetary values over the
information and communication technology networks among various stakeholders (for
example, government-to- citizens and government-to business) in a business transaction
[2]. A portal is a web-based application which generally provides its users the benefit
of personalization, single sign-on to all applications, improved content management
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ability from different sources [3]. Traditional online payment systems have been adapted
to the virtual environment and new payment systems have been developed to meet
electronic transactions requirement needs [4]. All these payment systems have led to
making electronic transactions easier and fully automated.

In general, developed country e-government payment research has focused more on
adoption and post-adoption issues with less emphasis on the design and development of
the portal. Other studies [2, 5] on e-payment have focusedmore on business-to-consumer
(B2C) and business-to-business (B2B) platforms where the payment is embedded in
the transaction. However, in relation to government, there could be several payment
transactions which involve different stakeholders from different public institutions and
therefore, being more complex.

The research question motivating this study is: How do sociotechnical factors influ-
ence the development of e-government payment portals in a developing economy and
how are such challenges addressed or not. To address this question, the study uses the
interpretive case study approach as methodology [6, 7] and the dialectic process the-
ory [4] as a theoretical lens to understand a Ghana’s experience in the development of
e-government portal for payment, the challenges encountered and attempts to address
such challenges. This study is novel due to the fact that it is the first paper to discuss
significantly government e-payment portal in Ghana and it also seeks to bring out the
peculiar challenges developing economies face and their solutions thereof. No significant
study has been done to understand the sociotechnical factors with the development of
the government e-payment portal given its numerous sociopolitical and technical issues.

The rest of the study is structured as follows. Section 2 reviews the literature on
e-payment in the public sector and developing countries. Section 3 explains the dialectic
process theory as the analytical lens for the study. The research setting and methodology
are discussed in Sect. 4. This is followed by Sect. 5 which presents the case study and
findings followed by analysis and discussion of the findings in the Sects. 6 and 7. Final,
Sect. 8 concludes the paper, outlines its contribution, implications and suggestions for
further research.

2 E-Payment and Developing Economies

E-Payment systems ensure speed and accuracy of transactions [8, 61]. E-Payments
between governments and other stakeholders are seen to be the logical consequence
in the growth of Internet payment systems. Common examples of e-payment systems
cited in the literature are the payment cards (debit and credit) [9]; point of sales (POS),
automated clearing house (ACH), direct debit/deposit, real time gross settlement (RTGS)
systems [10] and mobile payments [11, 60]. Pousttchi [12] describes mobile payment
as the use of communication techniques with mobile devices for initiation, authoriza-
tion or completion of payment. With the ubiquitous features of mobile devices [11],
Kushchu and Kuscu [13] suggests that most developing economy governments will
adopt mobile payment options. However, 13 years after, most governments in develop-
ing countries are still struggling with the introduction of e-payment platforms as part
of their broader e-government initiatives. While literature [11, 14, 15] on e-government
payment have generally focused more on the adoption and post adoption issues (for
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example implementation, use, benefits) little is known about the pre-adoption issues
(design and development). Specifically, there is less focus on the e-government pay-
ment portal development with single sign-on capabilities. Furthermore, current research
on e-government payment has centered around e-tax (online tax) payments [15]–[18]
to the neglect of all other government transactions. Expanding government e-payment
transactions to the registration of businesses, licenses, building permits payment of fine
fees of transactions and much more will require major rethinking [6]. However, studies
on e-government payment have concentrated on specific payment platforms, therefore,
neglecting the complex sociotechnical interactions involvedwith the pre-adoption stages.
In an attempt to address this challenge, Csáki et al. [14] discussed how the behavior of cit-
izens and other stakeholders are influenced by the governmental use of payment methods
and related policies. However, this research fails to look holistically at all governmental
services.

A number of reasons for adoption of e-payment systems of governments are cited in
literature. For example, it is noted that e-government payment systems are adopted due
to the speed and accuracy of electronic transactions [8]; to avoid the unnecessary media
breaks [11]; to empower and provideweb-based [19] public services to all citizens aswell
as other stakeholders through the use of information technology and the presence of a
network [20, 21] which could either be wired or wireless [22]. On the part of citizens, use
of websites in carrying out financial transactions with government is dependent on issues
such as efficiency, security, cost and usability [23]; frictionless use which is impacted by
past experience and trust in security [14]; multi-channel payment services, a common
archive for all services obtained to specifically keep track of transactions independently
and the ability to begin a complex transaction in a channel and complete it in another
channel [24], the possibility to interact with an authority to provide clear instructions as
well as the availability of clear and unambiguous information in the channel. However,
these goals have not been achieved by developing economy governments due to the
complex socio-technical challenges faced by most countries. Information on how to
go about payments on some government websites are scanty and do not provide much
directions to users. Reaching out to authorities concerned in most cases could be a
daunting task and almost impossible. Perceived usefulness, ease of use, perceived risk,
trust, compatibility, external and interpersonal influences, self-efficacy and facilitation
condition [25] are reasons why citizens adopt online tax filing and payment systems.

Literature on e-government payment systems therefore, show that whereas adoption
and post- adoption issues [11, 19, 24, 26] have been discussed, there is less focus on
the design and development of such applications. Specifically, most discussions on e-
government payment view the phenomena as a logical continuation of e-government but
not from the viewpoint of a portal.

3 The Dialetic Process Theory

The theoretical foundation for this study is the dialectic process theory [4]. The Dialectic
Process Theory developed by Van de Ven and Poole uses the assumption that complex
social interactions create confrontations leading to conflicts that bring about change in
an organization [27]. The theory is made up of the following concepts: thesis, antithesis
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and synthesis. Thesis is the original intention of an idea to be achieved by an individual,
group or an institution. It could be referred to as the expected outcome of an event. In
this study, thesis is the original intention for the development of e-government payment
portal. An antithesis is an opposition to the thesis leading to a conflict. These are forces,
vents or values that prevent the realization of the thesis. The antithesis of this study
refer to all the factors that led to the non-achievement of the thesis. The synthesis is the
combination of the best portions of the thesis and antithesis [28]. It refers to the actual
outcome. In this study, the synthesis refers to the outcome of the development of the
e-payment portal. Figure 1 below presents a diagrammatic view of the theory.

Fig. 1. The concept of dialectics. Source [4]

The theory is based on three principles: Pluralism, Confrontation and Conflict. Plu-
ralism suggests that a phenomenon exists in a world which is made up of either inter-
nal or external contradictory forces and colliding events that are always competing for
domination and control.

There are inadequacies that are revealed by questioning certain views of the thesis,
which eventually lead to confrontations. Conflicts are generated as a result of the con-
frontations to finally shape the actual outcome of the event. The dialectic process theory
has been used to explain enterprise resource planning conflicts [29, 30], in various private
organizations as well as knowledge management paradoxes [31]. Other studies used the
dialectic process theory to study organizational consequences [15] and to examine the
dynamic actions involved with systems development and implementation [32, 33]. For
the purposes of this study, the theory helps us to explain the sociotechnical challenges
with the e-government payment portal development and how they were addressed or
not.

4 Research Setting and Methodology

This study forms part of a broader research into challenges with design and development
of e- government portals in a developing economy context and how they are addressed
or not.

4.1 Research Setting

This study was conducted in Ghana, a developing economy found on the west coast of
Africa and bounded by the Atlantic ocean. Ghana is a developing economy with about
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30 million citizens. It recently attained a lower middle income status. According to the
International Telecommunication Union (ITU), the percentage of individual using the
internet grew from0.15 in the early 2000’s to 23.48%by2015.This suggests that in recent
years, internet penetration is on the increase. In terms of technology infrastructure,Ghana
has according to the ITU 2015 report, 4.0 fixed telephone subscriptions, 87.1 mobile-
cellular telephone subscriptions, 2.4 fixed broadband subscription (all per 100 people),
with 17% and 18.3% of households with a computer and internet access respectively.
Hence there is still much to be desired. With a large part of its population (61%) in the
rural areas where there are general difficulties such as lack of electricity, difficulty in
gettingmobile phone reception tomake a call let alone assess the internet, payments have
generally been through face-to-face cash payments. This requires the physical presence
of the individual or business to make payments either through the bank or physically.
In recent times, electronic payments have been on the rise. This started from the ATM
cards, eZwich card, VISA andMasterCard and currently various mobile payments. With
this in mind, the government has changed its way of payments to its citizens and other
stakeholders and vice versa. The introduction of the government of Ghana’s e-payment
portal allows all stakeholders to pay their taxes, make general payments and even allow
other businesses to use that same portal for their private businesses.

This portal integrates with the other systems in order to provide a complete trans-
action. Through this, Ghana is striving to reach the transactional stage [34] for e-
government implementation.

4.2 Methodology

The qualitative interpretive case study approach [6, 14, 35] was used to explain the
sociotechnical factors that influenced the development of the e-government payment
portal. The Case study approach, which provides empirical evidence [36] was used to
understand and describe the sociotechnical factors influencing the development of the
e-government payment portal in Ghana. The qualitative case study research was chosen
to help gather rich data on the phenomenon as well as provide context sensitive insights
[16].

This study uses interpretive paradigm [17] as its Philosophical stance and therefore
describes its ontology and epistemology from the perspective that both the research
phenomenon and the resultant knowledge are socially constructed between the researcher
and the participants [17, 18]. Therefore, rather than seeking objectivity, as in the case of
a positivist research, this case study seeks to understand how sense is made out of the
real-life context within which the e-government payment portal exists [37].

4.3 Data Gathering and Analysis

Data was collected from the National Information Technology Agency (NITA). NITA is
responsible for the development and design of e-government portals, therefore, making
them directly responsible and involved with the e-government payment portal devel-
opment process. Fieldwork for data collection occurred between September 2015 and
April 2016. We gained access to NITA through our personal contacts and gathered data
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throughmultiple sources, including interviews, informal discussions, document and arti-
fact analysis as suggested by Myers [38]. Semi-structured interviews were conducted
with 18 participants, including directors and employees from application and business
divisions of NITA. The participants for the interviews were selected through purposeful
and snowball sampling [39] by identifying employees who participated in the devel-
opment and/or had knowledge about the e-government payment portal development.
The average time for each interview was 58 min. Depending on the consent of the par-
ticipants, we recorded most of the interviews and later transcribed while others were
based solely on note taking. Informal discussions and clarifications through personal
visits provided additional data. Further data were gathered through documents analy-
sis which were either through physical (minutes of meetings, reports from developers,
technical documentations, manuals, brochures, flyers) or electronic means (the internet,
institutional website).

The data collection and analysis were done concurrently [20, 40, 41] as this is in
line with interpretive case study principles. The aim of the analysis was to identify the
sociotechnical factors that led to the final outcome of the e-payment portal development
process. We drew on concepts of the dialectic process theory as the analytical lens and
followed the interpretive mode of analysis [18]. This was done inductively by continu-
ously reading the data and reviewing documents on issues relating to thesis (what they
wanted to do), antithesis (what were the challenges) and synthesis (what was the final
outcome). We individually analyzed the data separately, but frequently met to discuss
emerging issues and findings until an agreement was established. There were follow-up
interviews in cases where necessary for further insight. Feedback from these sessions
was used to improve the analysis and findings.

5 Case Description

Payment of public services in Ghana could be a daunting task. Previously, there were
multiple offices, each of which one had to go through for government payments. This
led to frustrations such as spending the whole day outside the office for workers and
not meeting those to offer the services because they were not around. However, the
current e-government payment portal serves as a one stop point for all payments leading
to convenience for both citizens and government workers. The idea of the e-payment
portal came to being when an e-payment steering team visited Canada to have a first-
hand information on how the e-government portal is working. With that in mind, the
decision was taken to develop an e-payment portal for government operations, which
allows citizens and other stakeholders to conveniently pay their taxes, fees, tangible
goods and other services online. The public sector in Ghana does not have persons
with the relevant IT skills to develop these applications. To solve this, the government
decided to collaborate with the private sector, which has many skilled IT staff as well
as a permanent consultant to develop and oversee to the e-government payment portal.
Finally, one company was selected through a bidding process. Therefore, as stated by an
officer of the National Information Technology Agency (NITA): “the bidding process
was competitive, but in the end, we had the company with all the needed skills and
resources.”
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The aim of the Ghana E-Government Payment Platform (GEPP) is to broaden the
scope of payment options, streamline payment processes and improve efficiency specif-
ically relating to payments and generally in the service provisioning for all Government
Ministries, Departments and Agencies (MDAs). “We had various interest groups who
had different interests and expectations. Choosing the options of one over the other
opened up for more controversies” a Director said. The application development tool
used for the payment portalwasMagento.Magento is anOpenSource e-commerce appli-
cation development platform which comes in many versions. MySQL was the database
and the web server was Apache all of which are Open Source platforms. All these are
Open Source software development tools. The selection of the development platforms
was based on three reasons: 1) the evidence provided by the contracted company on
how secured the platform was, 2) the procurement issues involved with acquiring such
development tools and 3) the conviction of the government institution that this plat-
form was good. The systems development methodology used was the waterfall model.
With the waterfall model all data required for the development was completed before
the actual portal development. “This methodology was used because most of the pay-
ment processes were not streamlined” an Officer said. The contracted company went
through lots of pain gathering the needed data from all stakeholders (e.g. Controller and
Accountant General, Bank of Ghana and Ministry of Finance and Economic Planning)
and went through the business requirements analysis process. According to an officer,
“the various interest groups had entrenched positions on what to expect. Once they were
neglected, communication stalled, it was difficult coordinating all these processes and
groups, especially because of their different shared interest”. Based on the requirements
gathered from stakeholders,Magentowas used to design the features of the e-government
payment portal.

The portal was built to integratewith the public e-services portals aswell as other por-
tals and payment gateways from stakeholders such as Ghana Revenue Authority (GRA),
VISA, MasterCard Payall (cash and cheque), MTN and Airtel Mobile Money Transfers,
the various Bank Transfers and eTranzact. This was done through the installation of an
Application Programming Interface (API) on the e-payment portal which was supposed
to link to the other payment gateways. “In the end, we had to use an unconventional
approach which had been suggested not to be helpful to complete the development. This
was because, we had to force our way through to agree on the outcomes of the vari-
ous functional processes. Upon achieving these, we didn’t want the situation whereby
another group comes to compel us to change the decision. We, therefore, had to make
it difficult for this to happen, hence the use of the waterfall model. This worked best
to our amazement. Even though the project delayed, we realized that without that app-
roach, we may not have completed by now” a developer narrated. One major challenge
faced was that most of these organizations were initially a bit skeptical about the open
source development platform used in developing the portal. Hence lots of security con-
cerns were raised by the stakeholders. To address this, the government subscribed to
the enterprise edition of Magento which came with extra features and support as well
as licensing features that made it more trustworthy and secure. Aside this, the platform
was customized to suit the Ghanaian environment.
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Another aim, which was integration with other payment gateways was achieved
when the Application Programming Interfaces (APIs) of these payment gateways were
installed on the e-government payment portal. This was to provide connections to their
payment portals to enhance smooth transaction. The e-government payment portal was
developed to keep only the addresses of individuals or businesses for shipment or courier
purposes. All other details such as the card details, and transaction details are kept on
the payment platforms of the other stakeholders. Hence, the e-payment portal serves as
a link to these other platforms by bringing the different gateways together on the same
platform. As described by one of the developers: “there were various contradictions
with user requirement leading to a general delay in the project.” There were frequent
interruptions due to changes in government workers as well as disagreements on the
part of developers and stakeholders. Finally, the GEPP portal was developed. Testing
has been done and platform is currently being used by many stakeholders.

6 Analysis of Findings

This section focuses on the analysis of the case study based on the thesis, antithesis and
synthesis of the dialectic theory.

6.1 Thesis

The thesis for the e-government payment portal was to serve as a payment platform for
paying taxes, fees, bills and other government transactions. Hence, transactions made
through this portalwere supposed tobe saved in adatabase for awhile until the transaction
was fully backed-up. There were, however, various issues for and against this which led
to the development of the current portal.

6.2 Antithesis

The antitheses were some sociotechnical challenges which created confrontations and
finally led to conflicts. These antitheses affected the final outcome of the e-government
payment portal.

6.2.1 Social Antithesis

First, there were contradictory requirements from various stakeholders. Over the years,
different individuals and groups had processes which were not standardized, however,
such processes made their work easier. Although not illegal and not streamlined, these
procedures and processes appeared to work well for such MDAs. These norms had
become the accepted behavior. Over the years, other workers who joined the institu-
tions applied them in their work. As a result, such practices had become engraved in
the work practices of the various MDAs. The difficulty here was that, the various stake-
holders upheld their practices so much that they wanted them maintained. Choosing one
procedure over the other was not easy since stakeholders did not want to compromise.
Gathering data from these institutions was a daunting task.
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Second, therewere frequent interferences in the development process. Therewere too
many interferences from stakeholders during the design and development. The company
at a point in time was asked to hold on with the development because the various
stakeholders had to iron out certain differences. All these delayed the completion time.
One major interruption to the development process was the frequent changes made to
the officials of NITA. In most cases, individuals who were supposed to interact with the
third party were transferred. During this period, development process had to be halted.
This is because in most situations, these people were the key contacts in the development
process and their absence led to a halt in the process. The new people who took over had
to be abreast with the current activities before development could continue. This led to
the delay of delivery of the finished product.

6.3 Technical Antithesis

Lack of Relevant ICT Skills in the Public Sector led to human resource challenges. The
public agencies in Ghana lack qualified and highly skilled IT personnel who could have
developed this application. This is due to the unattractive nature of the remunerations and
the work environment. Quite a number of them also lack systems analysis techniques,
programming skills, database development techniques and many more. In other words,
most of the IT employees in the public sector lacked the analysis and design skills of the
particular tools used for the e-payment portal development. To address this challenge,
the government used the highly skilled IT staff in the private sector to achieve its aim of
developing the e-government payment portal.Here, a third party companywas contracted
and providedwith all the funds to develop the portal. Hence, a partnershipwith the private
sector made the government succeed in the development of the e-government payment
portal.

The use of a rigid software development methodology was an approach to handle
multiple change requests. Challenges arising from the entrenched positions of the var-
ious stakeholders led to the usage of the waterfall model. The developers did not want
frequent changes even after there had been an agreement. Developers believed using
this methodology will make them complete on time. Developers also took the decision
to use this rigid methodology in order not to allow the frequent leadership changes of
NITA to affect design decisions which had already been made.

There was also a difficulty of Integration with Third Party Applications. There were
instances where it was difficult to integrate with other platforms. Compatibility issues,
security and privacy issues as well as many more were raised. In the end, it was decided
that the e-government payment portal was not going to keep records of transaction
details except for the shipping address. However, integration with the e-services portal
was easier because the API’s were already available.

Lack of Consensus on Development Tools was another technical challenge. It was
discovered that most public sector workers, as well as other stakeholders, were a bit
skeptical about the use of open source applications due to security reasons.Aside security
issues, the compatibility of Magento with other platforms was raised. Another concern
stems from the fact that there is no one to call or ask when you have issues with the use or
development of the application. To settle this, developers had to go in for the enterprise
edition of Magento which could be supported in times of need.
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Finally, use of Open Source development platforms to promote Open Governments
encouraged interoperability. Open source platforms were used as this will provide col-
laboration and interoperability among various countries especially amongmember states
of the West African region and to a larger extent, the African Union.

6.3.1 Synthesis-E-Payment Portal

The collision of the thesis to various antithesis led to confrontations, conflicts and finally
a synthesis. The first thesis was to develop a payment portal which could eventually
keep records of transactions of the various government institutions as this will curb
corruption and instant information generation. This was not achieved because the portal
only keeps records of the billing or shipping address. Ghana does not have any policies
governing the use of open source application tools and how well to protect such users.
The solution was therefore to develop a portal which was supposed to serve as a means
to communicate with the other payment gateways. Hence, no payment transactions are
kept on the e-payment portal.

The synthesis was therefore an e-government payment portal which integrates with
the government e-services portal and other payment gateways but keeps only the billing
and shipping address of the user.

7 Discussion of Findings

This study groups the antithesis into two categories. The social and technical chal-
lenges. This is because the researchers view information technology as the ensemble
of equipment, techniques, applications and people that define a social context which
includes infrastructure for development and use and the social relations that make up
the context [42]. This study, therefore, discusses the antithesis in light of these two
groups. The following issues emerged while attempting to address the research question
which was to understand the sociotechnical challenges that influence the development
of e-government payment portals and how they are addressed or not.

7.1 Social Challenges

Social challenges led to conflicts and finally frequent interferences with the develop-
ment process. The research findings show that there was difficulty in gathering all the
requirements needed for the development of the e-government payment portal. Gen-
erally, requirements gathering process which is one of the first activities in software
development [43, 61] appears to be a major challenge in the design and development of
information systems [7, 44]. There are three processes involved: 1) discovering how an
information system should behave and address the problems it intends towithin a context,
2) serving as a guide on how the software should be built by describing these findings in
a way that can be understood by software developers and 3) managing frequent changes
from stakeholders [45]. These processes are critical for success in the software devel-
opment process [29]. One of the difficulties stems from the fact that there are a large
number of participants involved, which extend the length of time for the whole process
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to be done [30]. This is buttressed by Ross & Schoman Jr [46] who suggest that the
results of paying less attention to requirements gathering at the early stages of software
development are extremely high costs, leading to missed deadlines, wastages, duplica-
tions, disgruntled end users and a repeated cycle of changes. These projects, mostly have
so much data to the extent that they lead to difficulty in objectively determining causes
for the observed trends in data [30]. These difficulties are broadly grouped into individ-
ual cognitive, interpersonal processes and complex challenges [7]. Individual cognitive
refers to the inability of stakeholders to explicitly express their needs, imagine beyond
the current environmental needs and be able to picture how information technology
solves their challenges. Interpersonal processes such as business-IT relationship issues,
managing expectations, conflict resolution and negotiation as well as communication
skills are some of the social issues with the requirements gathering. Complexity chal-
lenges involve prioritization, managing the diversity of inputs, defining interaction and
assessing outcomes among others. A solution to these challenges by Damian et al., [47]
suggest that stakeholders should be separated from each other and collocated with a
system analyst in order to get the best outcome. However, this solution was meant for a
small business, therefore, does not solve the challenges faced with large user participants
in the design and development of e-government portals. The findings from this study
show that contradictory requirements were a major hindrance to the successful design
and development of the e-government payment portal. This generally led to the frequent
changes in the development process.

7.1.1 Interaction and Coordination Bottlenecks Due to Entrenched User-Group
Positions

Findings suggest that there were interaction and coordination challenges that led to the
final outcome of the portal. While some of these were external to the case organizations,
others were internal. Some studies [48, 49] suggest that situations, where employees
communicate and relate to complete tasks is one way of achieving the desired results.
In other words, workers combine resources for the purposes of achieving a task in most
cases when they perceive external threats. To this end, even though stakeholders may not
be friendly to each other, they are bonded by the common tasks they set out to achieve.
This is effective within a small group. The difficulty arises, however within and between
large varying groups with different interests and expectations [50, 61]. This leads to
entrenched user group positions in some situations. Therefore, as a result of different
interpretations, the selection of one group’s development approach over the other leads
to entrenched positions.

7.1.2 Impact of Sociopolitical Values

Development processes are shaped by sociopolitical values [51]. As a result, there are
both external and internal controversies leading to various degrees of conflicts and mak-
ing the process uncertain. The development process is therefore not autonomous. In other
words, the process cannot be taken as rational [51]. The development process was char-
acterized by such sociopolitical issues, leading to the final outcome. Frequent change in
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leadership of the case institutions; lack of autonomy in taking and implementing deci-
sions; perceived power issues due to political affiliation and many more sociopolitical
challenges led to the development challenges and the final outcome.

7.2 Technical Challenges

Lack of consensus on development tools leading to integration difficulties and resis-
tance. Various governments across the globe have either adopted or are in the process of
adopting open source applications because of the convergence to open standards [32].
Open source software is a term used to describe applications/platforms which are devel-
oped, made available to the public including the source codes and open for contributions
through the modification of such software [33]. This is due to the following reasons: 1)
the success of such products in gaining shares in their markets, 2) the uneasy calm about
proprietary software and3) the general opinion that the oldways of software development
are failing to answer questions regarding the demand for effective and efficient software
applications [34]. Interest groups involve a community of large users who promote these
platforms, increase in the number of organizations using open source platforms and the
increasing interest by governments, especially in Europe to use open source software for
e-government purposes. Whereas most developed country governments are either using
or adapting open source applications [34], it appears that developing economy govern-
ments still prefer proprietary software [33]. However, developing economy governments
are increasingly using open source platforms as web servers. For example, various ATMs
in Ghana use the Linux operating system as against the windows platform. Open source
platforms have benefits such as increasing interoperability, reducing the challenges that
come with vendor lock-in, providing more flexibility, reducing costs involved with the
development of software [32]. Open source is viewed as a new way and innovative app-
roach to developing government software which is flexible, democratic, creative and
involves a large number of people as well as more reliable due to the extreme scrutiny
by the open source community [34].

Therefore, it is suggested that dwelling on the strengths of open source platforms
allows governments to open up its closed-ended processes to a broader input and inno-
vation [52]. However, the research findings suggested that most of the third party insti-
tutions were skeptical in connecting to an open source application which led to the
current e-government payment platform. Whereas research, in general, is discussing the
possibility of open source platforms in developing e-government portals, developing
economy literature has focused less on this phenomenon. In general, the findings thus
show that the thesis of being able to store transactions was not achieved due to security
concerns of the open platform.

7.2.1 Lack of Relevant ICT Skills in the Public Sector

Findings show that developing economy public sector lacks personnel with the needed
skill in programming and databases to develop the portal. In an attempt to address
this situation, the development of the e-government payment portal was outsourced to
a third party private company. Debates on outsourcing issues and problems arose in
the public sector at the latter part of the 90’s [36] due to the increasing trend with
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government agencies outsourcing their IT needs [53]. Recent studies have revealed that
outsourcing within the public sector has become an increasing trend and is becoming a
widely accepted management practice within governments [35]. According to Chen &
Perry [54], outsourcing could be a way by which governments get access to skilled IT
staff with another benefit such as the economy of scale in order to provide quality e-
government applications. On the other hand, outsourcing could also have some major
disadvantages such as loss of managerial control over outsourced projects, threat to
security and confidentiality, quality problems, hidden costs and reallocation of existing
teams [55]. Whereas lack of staffing could be a major hindrance to the development of
the e-government portal the findings thus show that lack of relevant ICT skills in the
public sector of a developing economy should not be a hindrance to the development of
an e-government portal.

7.2.2 Use of Rigid Software Development Methodologies to Achieve Development
Goals

The research findings showed that a rigid software methodology, the waterfall model
was used for the development of the e-government payment portal. An appropriate
lifecycle selection is crucial to success in the development of software [56]. Various
studies [57–59] identify the features of the software development process as crucial to
the success or failure of software developments. In a situation where many processes
were not streamlined, where it was difficult to gather user requirement and there were
opposing views on the use of open source platforms, this methodology was not the best
approach to use. However, to defy all odds, this approach was deliberately used to force
the users to objectively go beyond their differences so that the development could take
place. Thus the findings from this study show that even though studies support iterative
methods, certain instances such as where processes are not streamlined and individuals
deliberately frustrating the process could call for a combination of flexible and rigid
methodologies leading to success and development within the time.

7.2.3 The Involvement of a Skilled and Permanent Consultant Who Served
as an Intermediary Between and Within the Stakeholders

One major contribution to the development of the e-government payment portal was the
employment of a permanent and skilled IT personnel who once worked in the private
sector as a consultant on the project. This consultantwas employed and paid an equivalent
rate of what pertains in the private sector with other benefits. There was, therefore, a
thorough scrutiny of the system whenever deliverables were made to ascertain whether
theymet international standards or not. Serving as the project coordinator, the consultant
provided direction to the development. This took away the perennial challenge where
third party private organizations who won bids to develop systems for governments did
not undergo proper scrutiny from government through an independent consultant.

8 Conclusion

The study used a case study of e-government payment portal development to answer
the research question that sought to identify the sociotechnical challenges that influence
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the development of e-government web portals in developing countries and how they are
addressed or not. We identified that one of the challenges which was common is the
lack of consensus on a common development platform. Other social challenges such as
contradictory user requirements from stakeholders and frequent interruptions with the
portal development due to the interferences hindered the general development of the
e-government payment portal.

Technical issues that were identified were the use of rigid software development
techniques such as the waterfall model in a society where most of the processes were not
streamlined with different users giving different narratives of the same processes, the
lack of relevant ICT skills in the public sector also led to outsourcing the project to a third
party. The study is the second attempt by the authors to investigate challenges with the
development of e-government web portals (e-payment) in a developing economy context
and how they are addressed. By this, the paper extends the existing e-government liter-
ature on developing economy on web-portal development. The originality of the paper,
therefore, stems from its application of the dialectic process theory to investigate the
sociotechnical challenges influencing e-government portal development in a developing
economy context.

In terms of implications for research, the paper demonstrates the applicability of
the dialectic process theory to the domain of e-government portal development. With
regards to practice, this study provides a clear understanding about the sociotechnical
challenges faced during the development of e-government portals in developing coun-
tries. It is suggested that developing countries which have similar situations such as
lack of relevant ICT skills in the public sector will use the Public Private-Partnership
model. In addition, the use of rigid or iterative models should depend on the terrain
and which is most pragmatic and not just discard the concept of the waterfall model
due to its general weaknesses. Furthermore, to promote open governments, which will
allow collaboration and interoperability among various countries, open standards which
promote open source applications should be explored. This will help provide flexibility,
security, interoperability and cost reduction among e-government portals. In relation to
policy, it is suggested that governments enact policies which will educate and promote
the use of open standards and open source applications, streamline government pro-
cesses and encourage interoperability amongst e-government portals at various levels
and from different government institutions. Therefore, there is the need for future studies
to discuss how open standards and open source platforms could be used by developing
economy governments to reduce the rate of failure in the development of e-government
web portals. There is also the need to develop theories that are context-based sensi-
tive to determine the individual sociotechnical challenges of a country that influence
e-government web portal development. Also, other studies may compare findings from
developing economy to those in developed country context to identify and address the
unique challenges.
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Abstract. This research investigates how the role of socialmedia digital platforms
in enabling female digital entrepreneurship in the context of Pakistan. It explores
the cultural and social factors that enable or disable women digital entrepreneurs
and how digital platforms can facilitate women digital entrepreneurs by address-
ing these challenges. A qualitative interpretive approach has been used for this
research. Extensive interviews with female digital entrepreneurs from Pakistan
have been conducted. This article aims to extend prior knowledge of female digi-
tal entrepreneurship and interaction with social networking digital platforms since
there is limited research. The findings propose two themes out of the research, the
first beingdigital platforms addressing the challenges of time, location, andprocess
of doing business for women, and the second is digital platforms breaking cultural
barriers and empowering women. The findings concluded that digital platforms
such as social networking sites are enabling more female entrepreneurs overall.
Therefore, this paper contributes to the empirical studies on this subject and caters
to a contextual research question that will make it original and resourceful.
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1 Introduction

Female entrepreneurship was established as a respected field by the end of the 1990s,
and a distinct area of academic research [1]. Since then the inclination towards the
concept of women entrepreneurship has gone upwards in developing countries as well
as compared to previous times, with reasons being first, the general inclination towards
the role of entrepreneurship to boost economic development and secondly the increase
in the interest of women in starting their businesses is owed to the fast rise in the female-
led entrepreneurial ventures across developing countries [2]. The number of female
entrepreneurs has exponentially hiked upwards throughout the world, where women are
expected to fill a gap in developed nations whereas in developing countries it is observed
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that most women become entrepreneurs out of necessity [3]. Popular studies depict the
internet as a facilitator of entrepreneurial activity potential as it possesses the feature of
accessibility as a digital entrepreneurial platform [1, 2].Women are one of those groups
that are facilitated by low barriers of entry for entrepreneurship [3]. This study will focus
on the role of digital platforms in empowering and establishing digital enterprises for
women, particularly in developing nations.

Previous studies that have studied the relationship between digital technology and
women under the domain of cyberfeminism have determined the important potential
of digital platforms for the empowerment and emancipation of women. Although, the
effect of social and cultural norms on entrepreneurship stays underexplored yet [6].
Digitalization provides a safe space for women unlike offline concerns for a woman
whichmakes their initiation towards entrepreneurship easier. Previous studies especially
in social and cultural contexts have assessed the potential for digital entrepreneurship
to provide an impartial and meritocratic platform for women that empowers them [7].
There is a realization that the way women interact on social media is not just because
them being women but also because the online audience is mostly women which are
intertwined deeply [8]. The stats showing that women have predominance in personal
selling through socialmedia depicts the innate trustworthiness and communicating brand
advocative nature of women. Social media digital platforms have become an enabler of
voice for women who had been previously not recognized and marginalized and they
can reach a wider audience that is also concentrated on women [9]. Although, these
platforms are also criticized for their negative elements as well, such as online female
sexual harassment [10].

Digital transformation giants such as Google, Microsoft, Facebook, and Apple not
only entirely transformed the business environment, but also changed thewaywe interact
in daily life with each other. Digital entrepreneurship now leads theworld in a revolution-
ary manner and is one of the most important economic development after the industrial
revolution [11]. This article will study digital entrepreneurship and its role in creating
women digital entrepreneurs in Pakistan and empowering them.

2 Literature Review

2.1 Women Entrepreneurship

Female entrepreneurship was established as a respected field by the end of the 1990s,
and a distinct area of academic research. By that time female entrepreneurship had
become part of a famous argument for the media outlets and was politically debated
for labor markets and employment [12]. Consequently, women’s entrepreneurship has
gone upwards in developing countries as well, with reasons being first, the general
inclination towards the role of entrepreneurship to boost economic development and
secondly the increase in the interest of women in starting their businesses are owed to the
fast rise in the female-led entrepreneurial ventures across developing countries. Women
not only then support economic well-being but also lend a hand to supporting their
households by investing in better education, nutrition, and health than men. Also, female
entrepreneurs comparatively employ more women employees than male-led businesses.
This not only empowers women but also improves the living standards of families. Due
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to these reasons, women’s entrepreneurship is a goal to increase economic activity and
alleviate poverty in developing countries [12].

In recent times, the digital space is widely used media and is a platform that is a new
space for entrepreneurial activity. In digital entrepreneurship, barriers to entry are rather
less as the digital businesses do not require any physical office or expensive equipment
and the flexible nature of operations allows to easily access the expertise of technology
which is readily available without an enormous amount of effort [7]. Due to convention
related to digital entrepreneurship that it is impartial and has a merit-based approach
suggests that regardless of the extensive set of assets, some with just a secure internet
connection, a laptop/PC, something to offer, and creativity can establish their business
[5]. Digitalization provides a safe space for women unlike offline concerns for a woman
which makes their initiation towards entrepreneurship easier. Earlier studies especially
in social and cultural contexts have assessed the potential for digital entrepreneurship to
provide an impartial andmeritocratic platform forwomen that empowers them [7]. There
are studies like Dy [13] that add to the literature by examining inequalities resulting from
digital entrepreneurship that cater to, especially the marginalized people who are less
represented in entrepreneurship, and one of them is women.

The abundant availability of information communication technologies (ICTs) is one
of the main underlying pragmatic reasons behind women’s entrepreneurship, especially
digital entrepreneurship which is prevalent at times when laptops, mobile phones, and
emerging digital platforms are readily available to every person [14]. ICTs have elimi-
nated the liabilities attached to being a small business by linking themwith large compa-
nies where they can combine their flexibility and independence with vastness and access
to bigger companies. Mobile technology and other new technologies have provided the
opportunity for single-person businesses and small ventures to coordinate, collaborate
and cooperate with individuals working independently and foreign companies that are
far away [12, 13].

In a study conducted by Fairlie [14], there was more likelihood of starting a business
discovered when correlated with the ownership of a personal computer. This was espe-
cially in the case of women, who had the liberty to experiment with the presence of their
computers to make business plans, study legal terms, research tax codes, and apparent
competition in the field. This helped women is getting prepared to be an entrepreneur by
learning about specific industries and lowering the costs of operations and marketing. It
was additionally concluded by Fairlie [14] that age, education level, and marital status
generally increased female entrepreneurship whereas the decreasing factor resulted in
the number of children for women.

Females, migrants, and people of color stay marginalized in the domain of
entrepreneurship, despite the surge in their entrepreneurial ventures. This phenomenon
of an easy means of generating income is beneficial for the rather sidelined members of
the society who bear greater hurdles in getting employed and for entrepreneurial aims
they consider it to be superior and out of reach [7]. Thus, the literature suggests that
women who meet challenges in a conventional type of entrepreneurship can easily find
major challenges diminished while going for digital entrepreneurship.Women feel more
comfortable in digital space and are regarded more than the cultural and social restraints
attached to them for centuries. This concept is also engraved in the term cyberfeminism,
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in this it is mostly argued in the literature that the offline environment is mirrored in the
online environment for women [3]. There is a realization that the way women interact on
social media is not just because them being women but also because the online audience
is mostly women which are intertwined deeply [8].

In developing countries, like Pakistan is the context of this study, the major reason
there is the limited economic development of women is the various patriarchal concep-
tions in the societywherewomen hold an inferior status and have been ascribed roleswith
inferior status such as just housewives [17]. These patriarchal notions in society impede
the evolution of women’s entrepreneurship at least in three means. Firstly, the economic
need for survival is one of the main motivations for social media digital platforms [15,
16]. Moreover, in the case of women, balancing their family life is also of great moti-
vation [19]. Whereas the concepts that patriarchy brings let perceive women to be less
deserving of economic prosperity and have low self-efficacy which reduces their poten-
tial to have entrepreneurial motivations and recognize the business opportunities [20].
Nevertheless, there has been evidence gathered in recent studies about the motivations
for women’s entrepreneurship in developing nations which include an increased desire
for independence, autonomy, and achievement [18–20]. Secondly, the lack of economic
capital to initiate a venture is balanced by social capital for subsistence entrepreneurs.
The resources gathered by these entrepreneurs are mostly from their internal connec-
tions [22]. There is gender restraint faced by women which pose difficulty when finance
acquisition is required in the appropriate amount as compared to the male members of
the society [5, 21].

2.2 Digital Platforms Female Entrepreneurship

It was argued by McAdam that digital networking platforms such as social media play a
powerful role in establishing female entrepreneurship. Digital entrepreneurship has been
deemed as a means of overcoming the limitations that are present in the institutional
environment, which also include the cultural practices which are unsupportive and have
lower barriers to entry which enables the democratization of entrepreneurship [23].
This was established due to three benefits derived from social media tools which are;
self-expression, connection with business partners, and customer interaction [3]. Media
outlets have become a business platform where you engage with consumers and other
stakeholders as well. Customers are contacted either through direct communication or
with the help of influencers on social media who are regarded as credible and affordable.
Women in Saudi Arabia accepted that this platform has empowered them and reduced
their segregation walls. One of the very significant features of social media networking
sites is sharing a connection online by finding a person online [24], and users of these
sites focused routinely on the cultivation and maintaining personal relations through
Twitter, Facebook, LinkedIn, and Instagram [24].

Literature has shown that most of the incentives related to female entrepreneurship
have a goal to encourage self-employment and creating small ventures, actively making
use of socialmedia networks to advertise services and goods, and using the technology of
mobile phones that are proved to be beneficial for women entrepreneurship development
[25]. There are computer-mediated tools provided by social media platforms that help
share, and create exchange information, ideas, career interests, and videos and pictures
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in the virtual networks and communities networks [26]. The main obstacle observed
for women entrepreneurs is the struggle to balance their private and professional life,
and gain financial resources [27], and social media is considered to be an aiding factor
in enhancing female entrepreneurship. Social media can encourage establishing new
businesses by women because of its flexible nature, nil or low investment, and operating
costs for social media usage. There is the ease of collaborating, communicating with new
people, gathering relevant information, and keeping in contact with others at a very low
cost [28]. It is easy to find supplier and customer contacts through networking, social
media also locates where the funding is, promotes innovation, and is a great platform to
cultivate strategic partnerships [29]. Social media platforms are deemed to change the
course of communication dynamics amongbusinesses and individuals by expanding their
networking circle [30]. And due to this very reason, many businesses have resorted to
social media platforms for using it as a reliable andworthwhile communication tool [28].
Social media has a significant role in retailing, as it influences the buying decisions of the
customers [31], depending highly on the customer reviews and promotions done through
social media platforms. There are very few authors exploring the social media influence
on the female entrepreneurs [25, 27, 31], even though there has been rising evidence on
social media platforms giving rise to female entrepreneurship, in augmentation of the
current businesses and providing services and interactionwith customers [32].Moreover,
there is no academically proven evidence on social media accelerating the retailing
entrepreneurship for women.

Some studies have explored the ultimate facilitating role of ICT in being a potential
source for increasing economic activities for women, which applies to both developed
and developing countries [33]. The gender gap has reduced when it comes to technology
usage [34], women now use ICT to assist their entrepreneurial activities [35]. Previous
research has concluded a gender difference when it comes to user behavior (e.g., mostly
womenuse socialmedia for socializing andmaintaining relationships [35, 36].Moreover,
most works cited excluded the inclusivity of elder women and women from lower-class
for which further research can be conducted to add to the literature.

People regard socialmedia presence as a prerequisite for success as themost customer
base is generated through social media and it is an efficient way of gathering feedback
[9]. Both positive and negative feedback is regarded as beneficial. Digital social media
platforms have transformed the communication possibilities for humans all over the
world. There is an abundant number of options for digital social media presence, such
as networking platforms (Facebook, Instagram), weblogs, wikis, and e-commerce sites
which facilitate entrepreneurs to carry out their business in several ways. Social media
platforms are considered not only marketing tools but also regarded as a mode of con-
nection for women’s communities. This also took into account the economic benefits
and implications of women’s online community building [9]. In the socially networked
digital age, women are regarded as good transmitters of word-of-mouth, multi-level
marketers, and brand advocates given the common assumption about women that they
are naturally more expressive and social [37].

There are not only the social benefits women can derive from using social media
platforms but also, they can use them to their advantage for starting their businesses
and meanwhile balancing their personal everyday lives. Social commerce is understood
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as an entrepreneurial activity that uses social media to its advantage [38]. To derive
favorable results from social commerce it is necessary to understand the use of platform
features for women. Therefore, as put forward earlier it is important to recognize the
progressing interaction with the social media platforms [39]. In the era of social net-
working digital platforms, various forms of self-enterprise have come up that facilitate
women to financially support themselves. Women can earn through their creative skills
such as mommy blogging, blogging about lifestyle, and skill micro-economies [9]. This
research also supported the notion that for middle-class women who are at the stage
of childbearing, this micro enterprising such as Etsy is a life-modifying solution that
extends an arrangement between financially sustaining work and non-paid home chores.

Where social media offers freedom of expression and speech, it is also prevalent
that online sexual harassment takes place here [40]. There are different types of harass-
ment including, blackmailing by using a person’s private pictures, sending messages
that are sexually explicit without consent, being condescending to people due to their
gender, publicly attacking someone with explicit language, etc. [41]. Even though sexual
harassment takes place with both genders but it is observed through research that women
become the main target in online presence, also this kind of sexual harassment is one of
the most common types of online harassment against women [3, 4].

3 Methodology

A qualitative interpretive approach was adopted to assess the enabling forces by social
media platforms for women digital entrepreneurs through their lived experiences. [3,
5]. The data was collected through semi-structured interviews with female digital
entrepreneurs. The interviewswere conducted through onlinemeans except for one inter-
view that was conducted face to face. The interviews were taken in English and Urdu.
Urdu interviews were first translated into English and then transcribed for analysis. The
sample consisted of women in the age bracket of 23–40. Most of them are students in
universities or housewives. The interviews lasted from 20 to 50min. The interviewswere
translated and then transcribed to identify themes and a thematic analysis was conducted.
This approach focuses on the participants’ understanding of their practical experiences
and the way this affected their choice to pursue digital entrepreneurship [3]. A sample
of 18 women dealing in their digital ventures was taken. Most of the interviewees were
part-time entrepreneurs. They had their entrepreneurial ventures started from 1 year
to a 5-year range. These respondents were approached through contacts. A purposive
sampling strategy was applied to find women entrepreneurs on digital platforms [6].

Like every other study, the limitations of this study are acknowledged.Despite empir-
ical contribution and significant implications, this research can be further improved for
future researchers to study. Firstly, the sample size for this research was small and can be
increased to gather more substantial insights for research. This research mainly targeted
women having product selling business, but further research can incorporate bloggers,
content creators, influencers, and service providers to cover all categories of women
digital entrepreneurs. Also, this research mainly takes sample size from urban cities of
the country, further research can include the excluded women from rural areas as well.
Another limitation of this study is that almost all interviewees had rather successful
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businesses, few failures can also be incorporated into the next studies for a balanced
study. Furthermore, the sample size was mainly from Instagram and Facebook users,
this can also be widened to incorporate other social media platforms.

The profiles of the interviewed women are mentioned in the below table, to maintain
privacy the names of businesses and places are not revealed, women belong to urban
cities of Pakistan (Table 1).

Table 1. Participant identifier

Interview profile data

Participant’s identifier Age Type of business Business age Social media platform

Mischele 40 Bedding 4 Instagram, Facebook

Iqra 22 Design clothing 2 Instagram

Humna 25 Baking 1.5 Instagram

Zara 23 Design clothing 2 Instagram, Facebook

Maria 25 Graphic design 1.5 Instagram

Zenab 28 Retail 1 Facebook

Ubaida 24 Hand painted clothing 2.5 Instagram

Adila 38 Hand painted clothing 5 Instagram, Facebook,
Twitter

Shanza 29 Clothing retail 3 Instagram

Zahra 24 Clothing 1 Instagam

Sana 26 Makeup retail 1 Facebook

Rida 26 Statonary 1.5 Instagram, Facebook

Sidra 24 Cooking 1.5 Instagram, Facebook

Maham 27 Cooking 2 Instagram

Rahma 25 Accessories 2 Instagram, Facebook

Saba 26 Doctor accessories 3 Instagram, Facebook

Khair-Un-Nisa 32 Paintings 1.5 Instagram

Nishat 23 Statonary 1 Instagram

4 Findings

The following section summarizes the findings of research on two themes identifying
the role of digital platforms in aiding and empowering women entrepreneurs.
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4.1 Digital Platforms Address Challenges of Place, Time, and Ease of Doing
Business

Female entrepreneurs face difficulty when going out for business, as mostly the indus-
tries or markets are male-dominated. It is yet not completely normal for women to
roam around freely in male-dominated markets. This creates the challenge of place, as
women going out and owning their shop would be highly challenging due to several
reasons. Digital platforms have eliminated these concerns for women who become dig-
ital entrepreneurs, by the convenience of their homes they can conduct their business.
Almost all the respondents of this research agreed to this challenge was solved by digital
platforms. When asked why they chose the digital space to start their entrepreneurial
venture, one of the interviewees responded as follows:

“It is easier to start as you just have to create an account and there it goes. I
had seen a couple of people who inspired me as there is no cost involved the
way you have to establish a proper setup to do it physically. There is no need for
that here (in digital space), you just have to gain more views and your customers
keep coming. These days youngsters are mostly on these platforms. My father is
extremely satisfied as if I have to pursue a job in my field, I will have to get ready
in the morning and go as we have 9 to 5 jobs these days. But this is according to
my convenience. I get up and sleep the way I want to; it is safe and very flexible.”
(Hamna)

Asmentioned above, it solves the concerns of parents and guardians who are worried
about women’s safety knowing the conditions outside. Another respondent mentioned:

“What makes digital entrepreneurship acceptable in the culture is you don’t need
to go outside for doing a job. You can earn by sitting at home, especially for women.
This makes women’s life easier who want to contribute to the house budget and at
the same time, their family doesn’t allow them to work outside.” (Maria)

Digital platforms such as social media networks that are mostly used for business
are Instagram and Facebook. Women found it quite easier to start a business on these
platforms. As these platforms require not much assistance or any starting costs are
involved. Therefore, most women prefer a business with an online presence rather than
a physical store for their business.

“I am a huge advocate when it comes to social media’s benefits. I do understand
the negative side of it as well because I have been in this business from the very
beginning since my graduation, but I am a huge advocate of it. Because it gives you
a lot of chances to experiment to reach out to a much larger audience, especially
for small businesses and people with less money and less investment. They can
have the comfort of their home as well without having to rely on other people.
There are a lot of benefits when it comes to e-commerce businesses. You don’t
have to pay the rent; you don’t have to cater for the maintenance, and you get a
lot of chances to experiment. Physical businesses have limited audiences and a lot
of hassle. E-commerce business is a lot easier and that is why I chose e-commerce
business rather than physical space.” (Rida)
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Since online shopping and social media presence is rising at phenomenal levels, digi-
tal platforms are considered to reach the maximum audience. As most of the respondents
replied for choosing Instagram or Facebook was their obvious choice as they believe
and according to their knowledge, these platforms would reach more audiences than
any physical store. Also, they think that everyone uses these platforms for starting their
ventures as it is easy to reach and increase their audience. Similar responses shared by
the respondents are as follows:

“It was because most of the startups are initiated there. One gets a chance to
increase one’s followers too.” (Maham)

“It is extremely easy on Instagram as people just tag me on the picture of a cake
made by me in their story or they share my post on their profile and their followers
automatically are driven towards me and follow me. Initially, I used my account, so
my reach was increased through my friends and family circle through a snowball
effect.” (Hamna)

“I use Instagram more than Facebook or any other social app. I have more friends
and followers on Instagram. This helps me in spreading my business more rapidly.
My friends and followers started to like my work and share it in their stories.
Social media helped me a lot in this whole process.” (by Maria)

The ease of doing business from the convenience of home through digital platforms
provides women with a lot of opportunities. Women who are housewives and have the
responsibility of children and chores that they can not go out looking for work, use the
flexibility offered through digital platforms and not only contribute financially but can
feel accomplished as well.

“I think social media platforms are perfect for women, they can be doing a job
and well as manage housework also. She can sell what she is doing for a house
by sharing cooking recipes, selling homemade food, etc. Social media platform
creates many opportunities for especially household women.” (Maria)

“Women are not just restricted to selling things online. There are plenty of other
platforms to earn, like freelancing, digital marketing, and others. Digital platforms
are like the rods provided to fishermen. They are tools to catch fish in the sea. They
connect women with the world and let them compete on an equal level, making
them feel confident.” (Sidra)

4.2 Digital Platforms Breaking Cultural Barriers and Empowering Women

Womenmeet with several hurdles when they decide to do something on their own, owing
to the patriarchal nature of society and culture that is more prevalent in the developing
nations. Women in countries like Pakistan have to comply with cultural and religious
factors when taking any major decision in their life. Interaction in male-dominated
markets is the main concern, as not only does this make women uncomfortable, but
it is also not allowed in many households. So digital platforms have provided women
a tool to see and experience the outside world, break cultural barriers by having their
earning medium despite cultural restrictions, and making them feel empowered. Not all
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interviewees were facing any problems due to the culture but knew at least someone
who did, and also what most women around could face. They had the idea of what more
opportunities these platforms hold for the women, thus empowering them.

“I have not faced any issue but there are girls who cannot directly interact openly
in a different society. Even from a religious point of view, many girls here do a veil
(do not show their face to the public) so they can carry out digital entrepreneurship
easily without showing their face and interacting with people, and they can freely
develop their personality and job. Many families are unsupportive, and one finds
it difficult to go outside in many areas. So, these things become easy digitally.”
(Hamna)

Rida who runs her stationery business online, explains that she met with a lot of
backlashes and that her parents were not supported due to culture, as women are expected
to pursue careers such as being a doctor or a teacher as they are regarded as respectful
career choices in Pakistan.

“Let me start with my family. I have seen many people who look back and say that
their families were very supportive but that has not been the case with me. When
you live in a patriarchal society, having an over-ambitious daughter is not a good
thing and that is a challenge even for parents. That is the thing that scares my
parents because I am very career-oriented, and like to work. I am very passionate
about working. They wanted me to take a teaching job where I get free at 2 in the
noon and get back home early. But I am not that kind of person. Throughout my
working career, my parents have opposed my job. Even now, I did not tell anyone
in my family that I was going to start this business. I didn’t even tell my closest
friends. The reason was that I wanted to test it first and then launch it into the
market. Even if my family would not have supported me then my friends would
have. So, I wanted to test whether people buy things from me even with a small
following. I had twenty planners in the initial batch, and it was sold out in a week.
So, I did my testing and then told my mother. She said "Rida, do people buy such
things?". So, she asked me whether someone buys such things or not, so I told
her that there are people like me who do buy such things. So, I kept telling her
repeatedly that people do buy them. People love stationery. I show her all the
things and she appreciates them. It has gotten better but not so much that she will
assist me in my work.” (Rida)

Every woman interviewed positively responded when asked if the venture has
empowered them. Being independent gives them a sense of accomplishment which
eventually empowers them in face of all the cultural or societal restrictions they have to
face in a developing country like Pakistan.

“I can raise my voice so there is empowerment. If I had to sit at home for one and
a half years, and I did not have a job concerning my field, I would have been left
behind. But now I am interacting with everyone through social media, so it does
empower me.” (Hamna)
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Women despite facing the challenges that come with online presence were observed
to be quite satisfied by their experiences, as the price paid for being online and vulnerable
to online world is quite less than the benefits, they reap from being a digital entrepreneur.
Also, the hassle of online business is quite minimal when compared to conducting
business offline. Although working online ensures work-life balance by providing the
opportunity to work from home, but one of the responded Mischele, pointed out a very
important drawback of being in online business:

“There is no 9-5 timing for me. I am answering to queries, receiving orders around
the clock. These cellphones are all the time buzzing with work related stuff. So its
like I am all the time working. Sometimes it gets too much, but again I am allowing
this by not keeping a work phone separate.” (Mischele)

5 Discussion and Conclusion

This article contributes to the literature on women’s digital entrepreneurship. It high-
lights the contributing factors of social networking digital platforms to enable women’s
digital entrepreneurship. The questions answered in this article are mainly that how
social networking digital platforms facilitate the entrepreneurial capability of women.
As answered by most respondents that social media has given the freedom to women
to start their ventures amidst social and cultural constraints. Given the social and cul-
tural restrictions related to gender segregation, the social media digital platforms have
the potential to improve the lived experiences of women [3], which was also confirmed
by this study. It was also assessed that most women start their business because of
becoming financially independent, which eventually benefits the economy and also their
living standard. This research also confirmed through interviews that social media plat-
forms play an important role in women’s entrepreneurship [7]. They aid in developing
networking with partners and customers.

The findings identified two main themes addressing the role of digital platforms
such as social networking sites (e.g., Instagram, Facebook) aiding in women’s digital
entrepreneurship and empowering women in the society that are marginalized part of the
culture and face many restrictions when it comes to nearly competing men. This study
focused on the context of the developing country Pakistan. The research built upon
the literature focusing on women’s entrepreneurship in developing countries amidst
patriarchal and culture-bound societies.

The findings identified two main themes generated through the interaction with
women digital entrepreneurs. The first one is the digital social networking platforms
addressing the challenges of time, location, and the ease of doing business for women.
Enabling factors for women digital entrepreneurs are saving time, which women dealing
with other home duties or studies regard as an important factor. Another main enabler
is the ease of operating a business regardless of any place you are. Digital platforms
such as Social Networks are regarded as an easy medium for doing business as it is very
handy and with the help of a phone, you can conduct many operations regarding online
business. Also, these networking platforms are already being used for entertainment and
networking purposes by women which makes it easier. Interviewed respondents found
this medium most preferred. Instagram was the most favored social media network as
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they were already using that platform for networking with friends and family. Mostly
mentioned that their target market was already on the market so marketing and selling
products through social media were easier.

Social media platforms have an immense role in creating female digital
entrepreneurs. These platforms are mostly thrived by women and thus have more space
for products targeting women. These platforms such as Facebook and Instagram have
greeted a high number of entrepreneurs and influencers in recent times. The Covid quar-
antine emerged at a time when a huge number of women starting their ventures or blogs
emerged. As they had more time on their hand and they were bound to their homes so
decided to be more productive. Especially students with various talents were seen most
for taking advantage of social networking sites for their ventures.

The second theme identified is digital platforms breaking cultural barriers and
empowering women. Women are from a group of marginalized people who have been
kept away from entrepreneurship, especially in developing countries due to cultural and
social constraints. With the advent of digitalization, the inclination toward entrepreneur-
ship has rocketed upward bywomen. It has given the flexibility and safe space to conduct
business by using their creative skills such as content creation, craft, cooking, retailing,
and services. In developing countries such as Pakistan, women are not encouraged to go
out and conduct business or even do jobs.Women are mostly responsible to handle home
affairs. Also, their safety is preferred by male members of the family therefore they are
mostly restricted to their home. Digital platforms have made the lives of women easier
by reducing socially created barriers in society. Women now feel empowered that they
can run their ventures even while being at the ease staying at any location they prefer.
The enabling factor for women in a developing country for entrepreneurship is most
importantly safety. And it was established that social media platforms are a safe space
for conducting business for women.

Social Networking Digital Platforms come with lots of facilitating factors for digital
entrepreneurs, but no place can be completely free from challenges [42]. There are
several digital-related challenges faced by women operating online.Women interviewed
mostlymentioned scams, harassing, not paying, or returning packages while selling their
products online. These challenges can demotivate women who have a lesser budget for
investment. Also, as there is no restriction on expressing themselves, people become so
much demotivating and criticize unnecessarily. Online sexual harassment is also one of
the main concerns for women operating online [10]. Still, as observed, the risk of going
out as compared to operating from home are very less.

Through this article, the importance of social media platforms is focused on creating
more female digital entrepreneurs. It adds to the literature on female digital entrepreneur-
ship. These platforms bring marginalized people into the face of the world. This article
willmake the enablers of female entrepreneurial culture focusmore ondigital networking
sites as spaces for generating more female digital entrepreneurs.
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Abstract. The gig economy promises flexible work arrangements and decent
income, but it currently maintains a gender gap in employment. This paper analy-
ses how gig platformwork exacerbates gender inequalities experienced by women
gig workers in the global South. The paper argues that the digital nature of these
platforms not only accelerates the already existing inequalities outside of digi-
tal platforms, but also compromises the freedom of women on these platforms.
Through the lens intersectionality, the paper contributes a philosophical lens on
the notions of freedom through an empirical study. Fifteen (n = 15) female gig
workers who use a digital cleaning gig platform were interviewed in Cape Town,
South Africa. The main research question is: How does the intersectionality of
race, gender and class for black female gig workers affect their freedom and com-
promise human dignity. The paper proposes a freedom-based inclusion for human
dignity in digital platform-driven gig economy.

Keywords: Gig economy · Gender · Intersectionality · Exclusion · Freedom

1 Introduction

Digital labour platforms promise to profoundly disrupt normal labour relations, provid-
ing platform workers greater agency, dignity, and autonomy over their work lives. While
scholars have challenged this promise and its fundamental claims, the critique is largely
Euro-American in its nature. Perspectives from the global South, where digital labour
platform are rising in popularity, tend to be missing. Despite this dearth of critical per-
spectives grounded in the social, economic, and historical realities of the global South,
digital labour platforms continue to informalize and precarize labour conditions par-
ticularly for women who work in highly feminized economic sectors such as domestic
cleaning services.

The global South has become one of the most used terms in contemporary academic
discourse and has been more popularly used than its so-called predecessor’s terms,
namely “Third World” and “Developing Countries”. What all three terms share is that
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they have never been used to refer to European or North America economies but have
rather been used as political labels for countries linked with historical, colonial exploits.
Sajed [1] sheds light into this conceptual endeavor of the terms by arguing that the global
South is in fact not about a Southern geographical location, it is about any country on the
globe (whether it is North, South, West or East) that has experienced the misfortunes of
colonialization. In addition, it involves countries which have or are fighting against the
compromise of the human dignity of their populations and the compromise of democracy
in the nations. The compromise of human dignity and democracies has a become a
struggle for centuries and has further become a fight for the attainment of freedom [1].

This attainment of freedom is pertinent in the global South countries, such as South
Africa and Brazil. Both countries have sustained the reputation of being two of the most
unequal societies in the world. Both countries have been ranked as “mostly unfree”,
which is the second lowest category for economic freedom ranking in the world, [2].
Moreover, in terms of democracy index, South Africa is ranked 45, Brazil: 49, placing
both countries in the category of flawed democracies. The importance of outlining the
freedom and democratic indexes serves as foundation for context of the discussion about
freedom later in the paper.

Given the above, the inequality in South Africa and Brazil could permeate into the
digital gig economy when it comes to technology and access. The gig economy (as a
by-product of technological development) has ushered in labour-market activities that
connect supply and demand through digital platforms [3]. Gig work can be classified as
on-demand-work, or crowdwork. On-demand-work refers to services that are provided
physically, with the provider and purchaser in close geographic proximity [4]. Whereas
crowdwork are gig tasks that are conducted online [3]. These gig tasks mentioned are
organised on digital gig platforms, by companies that set out the platforms’ terms of
service [5]. The companies act as intermediaries between the gig workers and those that
purchase their services. The gig economy has helped give people more flexibility during
work, because the work has no fixed hours [6]. Consumers have been provided with
access to different services by the click of a button. However, even though the click of
a button seems to be easy access, the gap between the rich and the poor even in digital
space narrows down access to the gig economy only to those who have the technology
[and literacy] to do so, speaking to the [gender] inequalities within the traditional labour
market [7].

Africanwomen are 15% less likely to own amobile phone thanmen are, and 41% less
likely to have access and use of the internet [8], this is solely based on their gender. These
gendered social norms that disadvantage and constrain women’s entry and movement
within the labour market may also be experienced digitally, where male relatives restrict
women fromusing any digital technology [4, 9]. Restriction from technology use towards
women results in them being disadvantaged by being excluded, because technology tools
need an individual to use them practically to gain expertise and understand them better
[4, 9].

Even though this study is focused on the population of black women, as they are the
ones in this study who largely use the digital cleaning gig platform to get employment,
there too lies further exclusions, as not all of them have access to the technology and
digital literacy they need to get employment to supply cleaning services. On the one
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hand, with the demand side, it is a particular class of families who also have the access
to technology and digital literacy to demand the service. On the other hand, there is also
the exclusion of families who could benefit from such a service for their household but
are excluded from demanding such a service because they cannot afford it.

The severity of South Africa’s inequality is such that even the women who have the
technology to access the digital gig economy to offer their cleaning services for instance,
still experience exclusion, human indignity and unfreedoms. Hunt and Samman [10]
establish that because women have other responsibilities such as childcare, even though
they can access digital gig economy to supply services they are not able to work as many
hours as their male counter parts who access digital gig platforms and get paid less. In
addition, Hunt and Samman [10] states that men are able to offer services even in areas
that would be considered a high crime area for women, which also narrows places where
women can offer their cleaning services, as in the case for a cleaning digital gig economy
which has a large number of women suppliers. Thus, women workers are excluded from
opportunities that men receive in the digital gig economy. Ultimately, the research aims
to propose an inclusion in the digital gig economy platform for women which will assist
them to embrace the freedoms that will honor their right to human dignity. In fact, this
will make their inclusion both on digital and societal platforms worthwhile as it will
embrace the intersection of their gendered and racial discrimination.

2 Theoretical Framing – Intersectionality

The theoretical lens for this research is intersectionality, a feministic concept used to
expose the marginalization of black women under sexism and racism [11]. It focuses
on how wide a spectrum of human identities (such as gender, race, class, ability, sexual
orientation, religion, and more) interact on simultaneous levels [12]. Zheng and Wal-
sham [13] have made a call for the adoption of intersectionality as it sensitizes digital
researchers to incorporate in their analysis the social positioning of actorswithinmultiple
hegemonies, hierarchies, and systems of power, and to problematize taken-for-granted
boundaries in designing research questions and research approach. Intersectionality is
therefore an important theoretical lens for this research as black women gig workers
have been placed within a global South context. South African feminist Hassim [14]
reveals that historically, South African women of color have experiences within the
intersection of race, gender and class, creating three layers of discrimination. All of
which, according to American feminist Hirschmann [15] have been built upon mascu-
line understandings of social construction. In addition, Hirschmann [15] emphasizes that
historical male domination, which is part and parcel of social construction, is the space
where a woman is expected to create her reality. Her reality exists and is built upon a
dominating masculine construction.

With the introduction of the digital gig economy as a platform of employment for
black women, the three layers of discrimination as mentioned by Hirschmann [15] are
evident, as this third dimension of class is portrayed through the dimension of digital
access or lack thereof. It is class that provides or denies digital access, hence, it can be an
inclusion or exclusion to the digital. In the midst of this three-layered intersection, what
continues to persist is the fact that for inclusion to occur,womenneed to attain freedom(s).
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Therefore, what value does inclusion have if it does not enhance freedom(s)? Satlaelo
[16] quotes the Women Empowerment and Gender Equality Bill [17], which states the
following “Equality includes the full and equal enjoyment of all rights and freedoms. To
promote the achievement of equality, legislative and other measures designed to protect
or advance persons, or categories of persons, disadvantaged by unfair discriminationmay
be taken”. The South African Constitution echoes the same sentiments regarding rights
and freedoms, in addition, the rights of human dignity for all. As a result, constitutionally,
South Africa illustrates the image of a freedom-based inclusion. Nevertheless, this needs
to be implemented and not remain as an idea.

3 The Gig Economy and Notions of Freedom

In South Africa, women experience high levels of segregation in the gig economy and
most of the negative experiences they face are because they are black, and they are female
[10]. These experiences of women in the digital gig platform will be discussed within
the following areas specifically, gendered pay gap, insecurity, and recognition. Further,
these themes will also be looked at through the lens of negative and positive freedoms.

3.1 Gendered Pay Gap

Gender pay gap can be defined as working-class women being paid less than working-
class men in the Labourmarket [18, 19]. Different researchers have shown several figures
to define gender pay gaps between men and women [19]. Previous studies done in the
United States highlighted men earn 7% more per hour than women on average [18],
this is in-line with gender earning gaps within defined jobs [20, 21]. The Census Bureau
shows the annual pay of full-time workers, where women earn 80 cents for every dollar
man are paid [19]. Another statistic looks at hourly pay and does not exclude part-time
workers. It finds that relative to men, women are typically paid 83 cents on the dollar [18,
19]. Different researchers have shown several figures to define gender pay gaps between
men and women [19]. Previous studies done in the United States highlighted men earn
7% more per hour than women on average [18], this is in-line with gender earning gaps
within defined jobs [20, 21].

The gender pay gap mentioned above can be explained by a couple of varied factors
[18]. Firstly, it can be explained by racial discrimination, relative to white male wages,
black and Hispanic women are the most disadvantaged [19]. Asian and white women are
paid less than their male counterparts are, but they earn better than black and Hispanic
women do. This is a representation of the feministic theory of intersectionality, where
those with more intersectionality are at a greater disadvantage [11]. There is an overlap
of disadvantages for black women because they are disadvantaged by being black and
by virtue of being a woman [11].

Secondly, women tend to take jobs that require a lower cadre of skills due to less
experience in jobs requiring higher skill levels, so they earn less per hour than their male
counterparts [10] do. In many developing countries, social norms have disadvantaged
women because they are still beliefs that women should stay home, and men should go
to school and later work in the Labour market [22]. According to studies done in the
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United States men tend to have more experience especially when it comes to driving
because they drive for longer hours each week and conduct more trips than a typical
female and so they tend to earn more per hour as this lends them higher on the learning
curve [18].

3.2 Insecurity

Insecurity is a feeling of inadequacy and uncertainty; it produces anxiety to handle
certain situations [23]. Studies show women normally experience more insecurity than
men do [5]. In gig work women experience insecurity in many different forms. Women
are normally harassed by passengers while they work [24]. A survey from International
Finance Corporation [25] stated that a percentage 64% of females from six different
countries complained of not joining the ride-hailing sector in the gig economy for fear
of exacerbated harassment induced by passengers [7]. This shows thatwomen experience
more vulnerabilities and they make them reluctant to work certain jobs that men work.

In Indonesia, some digital platforms had policy makers make regulation adjustments
to their digital platforms against women being harassed at work [7]. These policies were
adjusted to ensure the security of women while they work in digital platforms. Women
in Indonesia feel safer to work after the regulations were adjusted than they did before
[7]. The introduction of the National Commission of Violence Act against Women as
the digital platforms code of conduct has lessened the level of harassment during work.
This is because perpetrators fear the implications of being reported if they harass women
while they work [7].

Studies show women believe digital gig platforms have a responsibility to ensure
there is economic security of gig workers in all digital gig platforms, and they should
give gig workers more flexibility over their work schedules [4, 7, 10]. If this is improved,
women believe they will feel more secure and safe at work [7]. Some digital gig plat-
form’s actions to give a scored based feature on the application has improved the harass-
ment levels at work because customers can be rated after each piece of work has been
completed [7].

3.3 Recognition

Women are generally less recognized than men within digital platforms [26]. This is
because women are perceived to be less educated than men, thus have less skill and
experience [22]. Studies have highlighted that woman that drive or take part in parcel
and food deliveries experience a higher cancellation rate from customers than their
male counterparts [24]. Customers do most of these cancellations because they perceive
womenwill not be competent enough to carry out the expected task for the customer. This
lack of recognition demoralizes women and results in them choosing jobs that require
less skill i.e., domestic work because those are the types of jobs women are expected
to do; even though they will earn less. Women have been segregated for a long time in
society and this has caused them to be a vulnerable group that is afraid of challenging
the status quo, because they perceive they will not be heard due to experiences and still
present experiences, which have normalized discrimination towards women.
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Gendered pay gap, insecurity and recognition are themes which come from the
challenges black women experience in the digital gig economy. The notion of freedom
is not always the easiest concept to define, because with cultural and moral relativism,
the term can have a different meaning in different contexts. Thus, this calls for a fitting
starting point that would at least embrace diverse contexts to some common ground. It
is through Berlin’s [27] articulation of his “Two Concepts of Liberty [freedom]” that
this can be achieved. These two concepts of freedom (liberty) are negative and positive
freedom.

3.4 Gig Economy Platforms and Freedoms

3.4.1 Negative Freedom

The word “negative” in this case does not denote a freedom that is harmful, bad, undesir-
able, but denotes a negation, a so-called required absence for this freedom to be attained.
Berlin [27] illustrates that this is in fact a freedom attained from the absence of an exter-
nal source, such as coercion, as coercion can be an external hindrance that interferes with
one’s ability to execute [an act] in a situation where they could have executed that act.
Essentially for Berlin [27], this external coercion disarms the ability to execute, hence
infringing on one’s freedom.

The gendered pay gap, insecurity and [lack of] recognition are all evidence of the
ongoing presence of masculine socialization as mentioned by Hirschmann [15] earlier
on in the paper. It serves as an external system that infringes on the freedom of the female
worker, enforcing patriarchal stereotypes which discourage women to work outside of
the home. The insecurity they experience is because of feeling unsafe because of the
harassment cases some of them experience. Moreover, the lack of recognition is a lack of
the acknowledgment of their capabilities. All of which not only infringe on the freedom
of women but further exclude them from their right to human dignity. Also situated in the
global South is the narrative ofMalaysia, which also sees its women workers negotiating
their agency in a society that has been built upon masculine, Muslin, social construction.
Ong [28] illustrates that women were historically forbidden from working outside the
home space “where they belong”, they belong within the authority and protection of
the husband which is in the home. Outside the home women were seen as been outside
the protection and authority of their husband, and that could place them in positions of
vulnerability. Similarly, the negative freedom of the women in Malaysia is disregarded
in this case, excluding them from their right to human dignity.

It follows that the digital gig platform escalates the compromise of women’s negative
freedom because is it built upon the existing patriarchal social construction in society.
The challengewith contemporaryworkspaces such as the digital gig economy is thatwith
the rapid development of technology comes with the pressure to prioritize technological
competency. To illustrate this, Wood et al. [29] mention how the function of digital work
platforms could easily fall into the trap of promoting bad working conditions because
not enough is known regarding its complex disembodied platform which work with
embodied human beings. Wood et al. [29] lists the bad working conditions as “low pay,
social isolation, working unsocial and irregular hours, overwork, sleep deprivation and
exhaustion, [29, p. 937], all of which are the products of oppressive work systems for
women, whether they are physical social spaces or digital, virtual platforms.
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3.4.2 Positive Freedom

The second notion of freedom as mentioned by Berlin is a pro-active freedom, the
freedom to self-actualize, to be one’s own master [27]. Further, this kind of freedom is
heavily laden on the foundations of subjectivity, not objectivity, a moral agency that is
necessary to navigate through society. It is a freedomwhich stems fromone’s inner being,
drive, motivation, andmindset. This freedom could shed some light going forward, when
it comes to the experiences of women in the digital gig economy. However, the findings
of the study will determine how this freedom can be applied.

4 Findings

The findings of this paper will be organised according to the previously discussed three
themes of the challenges experienced by women in digital gig economy, namely, gen-
dered pay gap, insecurity, and recognition. The data collection was conducted in 2021
(June to September). NVivo 11 was used to facilitated thematic analysis was used [32].
The purposively selected sample of 15 African women was analysed and data saturation
was reached at 15th interview beyond which, no further data collection took place.

4.1 Demographics

The responses provided by the women gig works will be presented with ID numbers S01
to S15 to represents all the 15 interviewed respondents. The ID numbers provided serve
as a protection of the identity of the respondents. All interviewed women were African
(black), working on a single gig work platform living in the Western Cape Province of
South Africa (Table 1).

Table 1. Demographics of the participants

ID Age Marital status Experience on platform (years)

S01 40 Married 2

S02 38 Single 3

S03 30 Married 2

S04 27 Divorced 3

S05 40 Married 5

S06 38 Single 3

S07 26 Single 3

S08 36 Single 7

(continued)
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Table 1. (continued)

ID Age Marital status Experience on platform (years)

S09 35 Single 2,5

S10 32 Married 2

S11 25 Single 1

S12 42 Single 3

S13 36 Divorced 2

S14 31 Single 3

S15 35 Single 3

4.2 Gendered Pay Gap

When it came to gendered pay gap as a challenge for black women in digital gig
economies, this is what the findings were as given by the respondents. In this section of
the theme unequal pay for equal work presented that most women feel they get less pay
compared to men despite of doing the same level of work. Men are given priority for
jobs that require a higher calibre of skills and pays higher. This can be confirmed by the
response given by S13 below:

“I feel as a female we get less pay than men despite of sometimes doing the same
level of work. That is why I ended up in the digital cleaning gig platform and not
like Uber, I wanted to work with Uber because I feel they earn more. Even at office
job you notice men will have higher position than lady not because the lady is
not competent but because she is female. It is a society issue but it’s unfair to us
ladies.” – S13

In fact, most respondents feel that when it comes to their pay in general, their income
is not enough to cater for their expenses especially those related to transport costs, rentals
and child-care support. This was seen from responses given by S01, S03, S05 and S08.

“It is never enough but I try to find work each week so that I provide for my family.
It also depends on how much I made the previous week. I also feel money we get
is not enough for us to cater for childcare expenses.” – S01

“It is not really enough; you know there is always so much needed in the home
and the money we get is truly regarded as a fair wage but with the responsibilities
I have it seems like it never fits.” – S03

“Money is a problem as you know honestly speaking it is never enough for me. I
would need more to balance things.” – S05

“I do think the pay rates could be increased I guess as humans we base all this on
our own expenses especially things like rentals.” – S08

“Income is never enough rentals here in Cape Town are very expensive which just
makes it the more difficult to cater for the family.” – S14
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Other respondents showed that the income is not enough, but it is better than what
they received in full-time employment because they can earn money each week. They
also mention that digital gig platforms are more flexible and allow one to work when
they are free. This can be confirmed by the response given by S08.

“The income I get is really not enough for me I do wish I could receive more.
At some point, I had an office job, it provided very good money, and now people
thought I was crazy to join the gig world, but I honestly had no choice times have
been rough lately. I still feel if compared to my monthly salary that I used to get I
earn more now though it is not enough but its more and the work is flexible.” – S08

4.3 Insecurity

As per the literature review, harassment is one of the challenges which even with the
respondents’ highlight was creating an insecurity in their work. Most respondents stated
that they had experienced harassment due to the colour of their skin and the mere fact
that they were female. Below the aforementioned can be seen by the responses given by
S03 and S05.

“Well, it depends what type of harassment. If it is sexually no I have not but
something like verbal harassment, I have, and it felt quite uncomfortable to keep
working. The lady was white, and I honestly feel most of it was because of the
colour of my skin because I am black. I don’t know why they request us if they
want to be that rude. I did something in a way she did not like, and she was
generally in a bad mood on the day. So, the white lady was quite rude about the
whole situation, and I had to eventually cancel the booking and reported to the
digital cleaning gig platform because I no longer felt safe.” – S03

“Well, I cannot really call it harassment but once I went to work for this white man
and he said things that made me feel uncomfortable. He reminded me of Apartheid
and how they were more superior to me that’s why I do their dirty jobs. Maybe, it
was harassment, but I told him I did not like the way he was addressing me. He
was saying white will always be better, I don’t really know what harassing that’s
maybe why I just thought it’s rude and not like harassing.” – S05

On the other hand, some respondents categorize themselves as being either lucky
or blessed because they have never experienced any form of harassment at work. They
have worked for good and polite people. This can be confirmed by S06 response below:

“No, I have been lucky enough to be safe each time I worked. I have never experi-
enced harassment of any kind while working. I have met the most amazing people
during the time I clean homes. One time a lady gave me a carton of muffins and
beans with transport money to carry back home. Honestly, they are still good peo-
ple out there. I think sometimes someone will be harassed because of their dressing
or conduct in that home.” – S06

The safety of the respondents provides more insight regarding their feelings of inse-
curities when it comes to their experiences on digital gig economy platforms. Most
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respondents feel scared to go to homes to clean especially for the first time, because they
do not know if they will meet someone who may harm them at that household. They feel
that because they cannot perform a background check on their clients they are at risk.
This can be seen by the response given by S01 and S04.

“It is scary to go to homes when you do not know the people there, but you just
must go, so you can survive. So far, I’m glad I have been safe. I wish we could
background check the clients we do services for beforehand as well.” – S01

“Most times, it is quite scary especially considering how far I have to travel to get
work. Most houses I go to I have no idea who I am going to meet until I get there. I
feel If they gave us an opportunity to background check the clients it would really
be helpful.” – S04

Some respondents feel the digital cleaning gig platform could do more to ensure
their safety while they work. Yes, they confirm that there is something being done but
it is not enough for them they feel vulnerable and want more to be done. Respondents
feel the level of safety at work impacts the efficiency they will have at finishing the tasks
assigned to them. If they feel unsafe, they will be less efficient at performing their duties.
This can be seen in the responses given by S12, S02 and S05.

“I feel the digital cleaning gig platforms could really do more to ensure we benefit,
and we are safe at work. Things like introducing panic buttons would help us
because in the case that I am not safe it automatically means I don’t work as
efficiently as expected.” – S12

“I do not think I can say they can ever do enough to ensure we are safe. We are
mostly females working in a very scary environment so they should keep doing
more for us.” – S02

“They say they ensure where we go will be safe and we can call if we feel otherwise.
But I don’t think this is enough they could really do more.” – S05

Respondents confirmed that they still travel towork evenwhen they are afraid because
they need the money to take care of their families. This can be seen by the response by
S15 below

“I still go to work even when I feel unsafe because I need the money to take care
of my family. I always have my mobile phone with me in case of emergency I will
call my relatives to help me.” – S15

4.4 Recognition

Findings presented by the theme of recognition showed that because of how society
visualize women, most women have lost opportunities to work due to their gender, race
and or background. Their work experience or skills becomes overlooked, leading to
them not being recognized as capable for the job. It also showed that some experiences
black female gig workers experience is not because they have done something wrong
while working but due to stereotyping, they may be expected to fail and so the slightest
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mistake will cause them harm. This can be confirmed by responses given by S01 and
S03.

“I feel that as a female we earn less than men despite of sometimes doing the same
level of work. That is why I ended up in digital cleaning gig platform and not like
the digital driving platform, I wanted that platform, but I could not get it because
I do not have money to get me a driver’s license, I grew up in the rural areas all I
have ever know is household work because I’m female driving is for men. So, the
digital cleaning gig platform became all I could go for. All the boys in my family
went to school and now can drive but as girls we were disadvantaged.” – S01

“The lady was white, and I honestly feel most of her attitude was because of the
color of my skin because I am black and not because I did something wrong.” – S03

Findings showed that women feel the way jobs are allocated is unfair because more
females are working in domestic work than males. They think it’s because domestic
work is considered a job for the unskilled, thus it is predominantly female dominated.
This can be seen by the response given by S15.

“I feel there is a level of unfairness in the way things are in the way jobs are given.
If we look at Sweep South, they are so many black and female ladies. Very few
males work in domestic work, and it’s characterized with being unskilled. If we
want to work in higher skilled jobs, we not given such opportunities which is not
fair.” – S15

5 Freedom as the Basis of Inclusivity

The concept of freedom in the global South countries, first as a democracy and then as
the type of economy the country has is quite telling of the kind of freedom the country
would embrace on an individual level for its citizens. With such a flawed democracy (as
shown earlier by the Economic Index), South Africa has a lot to grapple with regarding
its colonial past, and hence as a nation has a lesson of freedom to transfer to the South
African citizen, both male and female. As things stand, the South African constitution
[30] is a symbol of hope for the nation, the fact that is has been so well articulated, it
used to be an idea, but this idea is now shared in a physical and electronic document
for every South African to see. In its inclusive nature it represents the promise that an
inclusive society can be imagined, and hence can be realized. Even as technological
development has thrown in complexities such as the digital divide and challenges that
black women face in digital gig economies, a way forward is possible. Berlin’s concepts
of freedom are valuable in that they set the bases of freedom, from then on what is
added or removed will be what is best suitable for the human subject it is designed for.
In this case, these concepts of freedom (liberty) require both an African and a feminist
perspective, customizing the freedom accordingly to pertain to black South African
women in the digital gig economy.

Siame’s [31] rendition of positive and negative freedom is written from the African
context and affirms that the freedom of a nation is the freedom for the individual citizen.
He illustrates that with a colonial past, the emancipation of Zambia is the emancipation
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of the Zambian individual. The independence of the nation is the independence of the
individual. Conversely, Isaiah Berlin, who is of the view that national freedom is separate
from individual freedom, reveals by this standpoint that his take on freedom is not
custom made for the African government and its citizens. Likewise, it follows that
until South Africa is fully free from the colonial, masculine construction of society
on the physical front, this will permeate in the digital front as well. It follows that
Hirschmann [15] mention of women to socially construct themselves from the vantage
point of postcolonial feminism [15, p. 140] is quite important, as this will allow women
to distance themselves from colonial ideals which still fester in African communities.
The negative and positive freedom still have an important place, because together, they
affirm the statement “I am not restricted by anyone, I am my own master.” To have both
the “freedom from” and “freedom to” is an essential position for South African women
in digital gig spaces. To avoid the criticism that Berlin’s freedom receives, which is that
it is a binary kind of freedom. This binary nature can be broken by the feature of the
African and feminine perspectives into the freedom of black South African women. It
is this kind of freedom needed by the black South African woman to be included in the
physical or digital spaces she enters. It is a freedom which connects her to her right to
human dignity.

6 Conclusion

This paper critically analyses how digital labour platforms, particularly domestic clean-
ing gig platforms, tend to worsen gender inequalities in the global South for women
gig workers. Our in-depth interviews with black women domestic cleaning gig workers
provide further empirical evidence of technologically aided structural unfairness that
society and policymakers should seek to transform to secure decency in platform labour
platforms. This research also illustrates intersectionality as an important analytical lens
to visibilize multi-layered and interconnected struggles of the marginalised particularly
in contexts where inequality is pervasive. While digital labour platforms have the poten-
tial to contribute positively to the livelihoods of marginalized women, there is a need
for a sustained global South-based critical analysis to shine the light on the negative
consequences of new technologies. This critical analysis reflects and focusses on the
extent to which positive and negative freedoms of the vulnerable women are impacted
by technology, interlaced with African-centred feminine perspectives of decency and
dignity to recentre a holistic view humanness in the future of work. A major limitation
to this study is that it considered the views of purposively selected women based in a nar-
row geographical location (Western Cape, South Africa) working on the same platform.
Future studies should consider a more heterogenous sample across a various regions of
the country.
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Abstract. Citizen participation is critical to a democratic government as it allows
the public to be involved in the decision-making process. e-Participation platforms
enable the citizens to participate and voice their concerns. However, there is gener-
ally a low usage of e-Participation platforms by the citizens. This paper examines
the factors affecting citizens’ use of e-Participation platforms in facilitating citi-
zen participation. The study employed a case study approach using the GovChat
platform in Cape Townmunicipality. The study used a qualitative researchmethod
and a deductive approach to theory. The Capability Approach theory was used to
investigate the phenomenon of interest.We used the purposive sampling technique
to select the 30 participants in the study. In addition, semi-structured interviews
were used to collect data from the selected participants. Our results suggest that
personal, environmental and social factors affect the effective use of the GovChat
platform by citizens in Cape Town municipality.

Keywords: GovChat · Citizen participation · e-Participation platforms ·
Government ·Municipality · Capability approach

1 Introduction

Citizen participation is integral to the democratic decision-making process as it allows
citizens to influence public decisions [1]. The primary goal of citizen participation is
to ensure that citizens have a voice in public decisions. Citizen participation legitimises
government decisions and ensures that the citizens’ interests are reflected in the public
choices [2]. Consequently, countries worldwide are implementing various measures
to encourage citizen participation in critical public decisions. Participatory Budgeting
(PB) is one of the standard measures of involving citizens in budget allocation decision-
making. PB is widely considered worldwide as a novel approach to policymaking that
permits ordinary citizens to have a say in public budgeting.However, citizen participation
is still a challenge in developing countries due to a lack of awareness among decision-
makers and officials on its benefits to community transformation [3].
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South Africa experiences a high number of citizen protests due to poor service
delivery by local governments and a lack of alignment between the vision and goals
of the government and the wants and needs of the citizens [4, 5]. Citizens complain
that their voices are only heard leading up to and during the governmental elections
when political parties have become notorious for making empty promises [6]. South
Africa’s history of apartheid continues to affect the nation. Although the country holds
regular democratic elections, many citizens still believe that they have no voice [6].
The traditional way of participation is through local government structures, i.e., ward
councillors. Ward councillors represent the public voice and ensure accountability in the
government [7]. However, many South Africans do not know their respective local ward
councillors [8].

Currently, South Africa is beginning to reassess its citizen engagement strategy by
looking toward current and future technological trends to connect with the citizens [9]. In
2018, the government launched the GovChat platform to facilitate citizen participation
and improve transparency. Despite the launch of the GovChat, service delivery protests
are at an all-time high in South Africa, and citizen participation is still low [10]. The
GovChat has limited success,with only a fraction of the population adopting theGovChat
platform [11].

Studies have shown several factors that impede the use of e-participation platforms.
These factors relate to citizens’ satisfaction with e-participation platforms and govern-
ment responsiveness towards e-participation. These factors include the quality of partic-
ipation, citizens’ level of education, trust and responsiveness, perceived benefits, and the
ability to interact with the government [12] actively. In addition, other factors such as
citizens’ community commitment, subjective norms, and strength of offline social ties
influence citizens’ e-participation [12].

This exploratory study describes factors affecting e-participation using a case of
GovChat inCape Townmunicipalities. The study provides new insights into the potential
uses of GovChat for citizen participation. By asking questions about the application of
the GovChat platform and assessing the phenomena in a new light. The study intends to
achieve its primary goal of exploring the possible ways in which GovChat can facilitate
citizen participation at a local municipal level in the city of Cape Town by answering
the following research questions:

• What factors affect the use of the GovChat platform in Cape Town municipality?
This study employed the Capability Approach (CA) as the theoretical framework

to assess the use of the GovChat platform for citizen participation. The study further
adopted an interpretivism research paradigm and used semi-structured interviews as
the primary source of data collection. Purposive sampling was employed to select
appropriate participants, which constituted ordinary citizens and ward councillors.
The studywill inform government officials on improving citizen participation through
ICT and developing e-participation platforms that the citizens can adopt.
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2 Literature Review

2.1 Citizen Participation Process

Citizen participation is a process that allows individuals to influence public decisions
and is an integral component of the democratic decision-making process [13]. The terms
“citizen participation” and “citizen involvement” are used interchangeably to depict the
same meaning. However, these terms are different. Citizen ‘involvement’ is likened to
the top-down approach, while ‘participation’ is prompted by the citizens [14]. The fun-
damental question in participation that needs to be scrutinised is ‘who is entitled to
participate?’ [15]. The entitlements to participation are categorised as follows: rights
(citizens), spatial location (residents), knowledge (experts), share (owners), stake (bene-
ficiaries/victims), interests (spokespersons) and status (representatives) [15]. The advan-
tages of citizen participation include avoiding conflicts between citizens and government,
trust and confidence between the citizens and the agency, and citizens feeling part of the
community [16]. Despite the positive attributes of citizen participation, it is very costly
and time-consuming [14].

There are distinct levels of citizen participation that can lead to different outcomes,
and Arnstein [17] discussed the typology of citizen participation into eight rungs on the
ladder. The ladder of citizen participation in Table 1 depicts the degrees of involvement
and power struggle by mare citizens trying to gain control in participation [17].

Table 1. Arnstein’s ladder of citizen participation [18, 19]

Ladder of citizen participation

8 Citizen control Citizen power

7 Delegated power

6 Partnership

5 Placation Tokenism

4 Consultation

3 Information

2 Therapy Nonparticipation

1 Manipulation

Manipulation and therapy are categorised as nonparticipation and are the lowest
rank on the ladder to depict ‘no power’ [17]. The second category is tokenism which
includes informing, consultation, and placation. Informing is distributed top-down from
the powerholders to citizens, and there is no room for feedback or power negotiations.
This information is spread using means of media news, posters etc. In the consultation
stage, information flow is simultaneous; however, the information obtained through con-
sultation is not considered. Lastly, placation citizens can advise, but decision making is
left to the powerholders. Citizen power is comprised of partnership, delegated authority,
and citizen control. There are arrangements in which both citizens and powerholders
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can make decisions and delegate responsibilities. It enables citizens to feel accountable
for their choices for the community’s betterment.

The drawback of the ladder of participation is that it is regarded as ‘goal-oriented’,
meaning citizen participation should attain the highest rank. If not achieved, it means
failure in citizen participation [20]. Secondly, the roles and responsibilities change as
you move in the ranking. However, this is not always the case because responsibilities
might shift during the participatory process [17]. In light of citizen participation in most
developing countries, citizens cannot fully participate in developmental discussions due
to the economic, political, and social environment; as a result, many fall in the lower
rank of the Arnstein ladder of citizen participation [21]. Nevertheless, my scholars have
argued that citizens need to participate in the country’s decisions [21, 22].

2.1.1 Benefits and Challenges of Citizen Participation

Citizen participation plays a vital role in democracy and creates multiple other benefits
for society. Citizen participation aids in informing and educating the public. Active
citizens are more knowledgeable and have better access to government decisions [20].
It further helps build and strengthen democracy at the local level [13]. On top of this,
government decision-making is maintained as the communities contribute to decision
making.

Citizen participation is often bedevilled by several challenges, such as:

– Low citizen knowledge, citizen participation is futile if the public cannot make
informed decisions;

– The public belief that their participation is not valued or wanted;
– Lack of public trust or legitimacy;
– Citizen apathy, as all citizens have an opinion about decisions concerning their
community, but many lack the drive to participate actively;

– Time constraints restrict citizen participation most current avenues of public partici-
pation are time-consuming; and

– Fear that self-interest will conflict with the interests of society restricts citizen
participation.

2.2 Citizen Participation in Africa

For democracy to be realised, ordinary citizens need to be involved in the country’s
decision-making processes.ManyAfrican countries are in a transitional phase of democ-
racy, as most countries have had to undergo political transformation [23]. However,
through technology platforms, many citizens in the African continent are voicing their
concerns. Despite the myriad opportunities that technology provides for ordinary citi-
zens to engage and discuss the decisions in the country, consequences have followed for
many citizens [24]. The political landscape for many African nations does not provide
the platforms where citizens can loudly and freely engage with the governments to har-
ness democracy. Therefore, many citizens in the continent are not actively involved in
decision-making processes [25, 26]. However, some countries in the continent are now
beginning to realise that for Africa to transform, and citizens need to be fully engaged.
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Scholars have also questioned citizen participation, as many follow the “top-down”
approach to development [27]. These approaches have limited both rural and urban
development [27]. In addition, literature has also shown that the disadvantaged are usu-
ally not included in developmental discussions resulting in poor outcomes that do not
serve the needs of the people, which has been a growing concern [25]. In addition, it has
also resulted in a lack of trust and confidence in governance [28]. Entities, for instance,
civil society organisations, have been able to participate to some extent [19]; however, as
already mentioned, these entities’ social and political environment has been a challenge
to the African continent [5].

2.2.1 Citizen Participation in South Africa

On a national level, the ruling African National Congress (ANC) adopted a centralised
technocratic approach to decision-making concerning public spending. Experts in spe-
cific fields are elected to decide public expenditures on behalf of the citizens [1]. Citizen
participation, however, is best implemented at a local level as these programs are more
effective when targeting the grassroots of individual communities [1]. Furthermore,
South Africa’s local municipalities are autonomous, governing themselves and control-
ling their affairs, making citizen participation feasible at a local level [1]. However, South
Africa still lags in its citizen participation programs but has the potential for growth [29].

Section 214 of the South African Constitution states that South Africa’s revenue is
to be shared among national, provincial, and local levels of government in a process
called fiscal decentralisation [29]. Accordingly, it is the responsibility of these spheres
of government to allocate their provisioned cut of the budget to areas and projects they
deem appropriate.

The apartheid era in South Africa resulted in the planning of cities and towns
with racially divided business and residential areas, with poor areas having far less
access to services and far higher population density than affluent areas. In addition,
the structure of South Africa’s poor areas makes service delivery a challenge, resulting
in rural areas being underserviced and underdeveloped. As a result, municipalities have
adopted an Integrated Development Planning (IDP) method at a local level to plan future
development in these disadvantaged communities [30].

IDP is a citizen participation program that aims to involve citizens within the munic-
ipality to find solutions for long-term development [31]. The municipal IDP Committee
has community representatives within these municipalities known as wards. Commu-
nity representation is crucial for the department of provisional and local government
in South Africa, but the current representation does not reflect the community accu-
rately. For example, representatives in these committee meetings are often members of
a higher income bracket within the community and do not represent the lower-income
groups [32].

Department of Provincial and Local Government [31] developed a 5-phase process
to develop the IDP. Firstly, an analysis is conducted to collect information on the current
conditions in the municipality. Problems faced by people in the municipality and the
cause of these problems are identified and prioritised as well as identifying the allocated
resources for solving these problems. Secondly, strategies are developed to find solutions
to these problems by developing a vision, defining the objectives and identifying the best
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methods for achieving these objectives. Thirdly, municipalities design projects based on
the methods obtained from the strategy phase. Finally, targets and Key Performance
Indicators (KPIs) are established for each project to monitor its success. In the fourth
phase, all projects and development plans are integrated as these projects cover a broad
spectrum of issues from poverty alleviation to healthcare. Finally, the IDP needs to be
approved by the council for adoption. The council can also publish a draft IDP for public
comment, but the council does not commit to acting on the public’s comments.

Although local municipalities have fiscal decentralisation, where different levels of
the government have mobility from one another, the autonomy and financial freedom of
local government are still limited [29]. This is especially true in poorer communities, as
donors are more interested in investing in affluent areas, and the communities are too
poor to collect their own revenue through taxes.

Current participatory processes are facilitated at the mayor’s office, exposing the
processes to possible political interference. Participatory processes can be structured to
exclude certain people from actively engaging [33], and it poses a high risk in South
Africa, where there are 11 official languages. The participatory processes can exclude
people by hosting public deliberations in selected languages. Leduka [34] highlighted
the risk that contracting companies might manipulate participatory processes to favour
their business interests and disregard the actual needs of the communities.

South Africa’s high level of inequality has resulted in many citizens lacking the
education necessary to understand how they can engage with the government [35].
Access to this information is also limited, preventing the empowerment of citizens [29].
In addition to this, most of South Africa’s ward councillors lack the knowledge and
means to inform their citizens of citizen participation processes. According to ward
councillors’ statistics, South Africa has four hundred and sixty-seven ward councillors
[36].

Citizen participation does not end once budgeting decisions have been made; munic-
ipal representatives oversee these projects or risk not meeting requirements. Unfortu-
nately, municipal representatives often lack accountability and tend to disregard the
oversight of community projects. Issues are only discovered once these projects have
been implemented, leading to a waste of limited resources [29].

2.3 Challenges of Citizen Participation in South Africa

South Africa is no exception, and given its economic and political history, it has its chal-
lenges regarding citizen participation implementation [1]. Although local municipalities
have fiscal decentralisation, the financial freedom of local governments is still limited.
This is especially true in poorer communities, as donors are more interested in investing
their money into affluent areas, and the communities are too poor to collect their revenue
through taxes.

Current participatory processes are facilitated at the mayor’s office, exposing the
processes to possible political interference. Participatory processes can be structured to
exclude certain people from actively engaging in them [33]. This poses a high risk
in South Africa, where there are 11 official languages, and participatory processes
can exclude a group of people by hosting public deliberations in select languages.
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Leduka [34] highlighted the risk that contracting companies might manipulate partici-
patory processes to favour their business interests and disregard the actual needs of the
communities.

South Africa’s high level of inequality has resulted in many citizens lacking the
education necessary to understand how they can engage with the government. Access to
this information is also limited, preventing the empowerment of citizens [29]. In addition
to this, most of South Africa’s ward councillors lack the knowledge and means to inform
their citizens of citizen participation processes.

Citizen participation does not end once budgeting decisions have been made; they
requiremunicipal representatives to oversee the implementation of these projects, or else
they risk not meeting requirements. Unfortunately, municipal representatives often lack
accountability and tend to disregard the oversight of community projects. As a result,
issues are only discovered once these projects have been implemented, leading to awaste
of limited resources [29].

2.4 e-Participation Platforms for Citizen Participation

Digital or e-Platforms for citizen participation are recognised as essential tools that
enable citizens to participate in decision-making processes [37].About 51 e-participation
platforms were in use in January 2020, and participatory budgeting is the most utilised in
the e-platform [38]. These platforms allow citizens to have a voice in the service delivery
and reach a wider audience, providing broader opportunities for engagement and col-
laboration [39, 40]. There are distinct types and categories of e-participation platforms,
formal and informal. The focus of the study is on the platforms developed by the gov-
ernment to engage with the citizens to influence policies at the national and local levels,
referred to as formal e-participation platforms. Over the years, e-participation platforms
have transformed how citizens interact with private and public organisations [41]. The
GovChat platform is an example of a formal e-participation platform, an initiative of the
government of South Africa. Although some of the e-participation platforms have been
a success, others have failed. Some of the reasons for the failure of e-platforms include
stakeholders’ dissatisfaction and lack of innovation and support [42].

e-Participation platforms for citizen participation can serve as both Citizen-to-
Government (C2G) and Government-to-Citizen (G2C). C2G e-platforms aim to provide
citizens with a platform to share, collaborate and disseminate information [43, 44]. A
C2G e-platform further allows citizens to engage with public administrators by sending
direct messages and discussing public initiatives [42]. G2C e-platforms, on the other
hand, offer the citizens diversity of information and services online and enhance the
relationship between government and citizens. These services include payments of city
utilities and applications for grants and facilities [42]. Table 2 shows some e-participation
platforms for citizen participation and governance.

The city of Jakarta, for instance, uses the Olue MyCity to identify issues and prob-
lems the city is facing. This mobile application allows citizens to report, among other
things, clogged drains, waste disposal issues, damaged streetlights and roads and floods.
The government then responds to the problems reported [39]. City-as-a-Platform (CaaP)
is considered an emerging form of open governance for urban areas that facilitate col-
laboration between different actors in society [44]. They proposed four main categories
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Table 2. List of some of the e-participation platforms, types, and the countries of origin [39, 43,
45]

Country e-Participation platform Platform type

City of Reykjavík, Iceland Better Reikjavik C2G, G2C

UK Fix My Street C2G, G2C

France, Paris Madame la Maire, J´ai un idée C2G, G2C

USA, Boston New Urban Mechanics C2G, G2C

Kenya Ushahidi C2G

South Africa GovChat C2G, G2C

Indonesia, Jakarta city Qlue MyCity C2G, G2C

of CaaP, 1) LowG2C–low C2G, where the government’s role is limited to providing and
making information available to the citizen online. 2) Average G2C–average C2G. In
this category, the platform serves to consult and aid the government in decision-making.
There is a high level of interaction in this category. 3) Medium G2C–high C2G; these
platforms have a high level of interaction and allow for the organisation of virtual events
such as workshops. 4) High G2C—high C2G allows high-level interaction and software
applications with Application Programming Interface [44].

2.5 GovChat Platform

The GovChat is a Citizen-Government engagement platform to improve governance,
transparency, and accountability by providing a platform for citizens to assess service
levels. The platform was launched in October 2018. The primary focus of the GovChat
is on local government engagement [46]. The platform empowers South Africans to
participate in the betterment of the lives of all citizens. The platform allows citizens to
rate and report government facilities and services [47]. Citizens can also apply for social
grants and log a service delivery request using the GovChat, allowing responsible ward
councillors to get involved quickly.

Citizens can useWhatsApp, Messenger, or desktop applications to select services or
rate services experienced and facilities. The location functionality on the platform allows
citizens to choose the address where the issue to be addressed is located. However, the
platform requires users to have the basic computer knowledge to navigate through. For
Citizens to use the platform, they need to have access to the internet. Citizenswith feature
phones can submit service requests through an Unstructured Supplementary Service
Data (USSD) code. Currently, the GovChat platform offers three features for the users:
Rating and reporting facilities, submitting service requests, and making donations to
the community [45]. These features are still relatively limited but appear to be the start
of what GovChat has planned for the citizens of South Africa [45]. The GovChat has
the potential to play a vital intermediary between the municipality and the citizens and
mitigate challenges to citizen participation. In addition, it has the potential to increase
citizens’ knowledge of current information in the municipality. Furthermore, it also has
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the potential to increase public trust through the transparency of information. Figure 1
shows a sample of the GovChat application.

Fig. 1. The GovChat platform [45]

3 Theoretical Framework

The limited use of e-Participation platforms provides the basis for the study. Subse-
quently, we employed the Capability Approach (CA) to investigate the phenomenon.
The CAwas developed by an economist Amartya Sen in the 1980s. The theory is promi-
nently used in developmental studies, political science, and philosophy and has gained
popularity in Information Systems and Information and Communication Technology
for Development (ICT4D) studies [48, 49]. CA is a normative framework that is used
to conceptualise notions of inequality, poverty, and well-being. The theory focuses on
what people are capable of (capability) and can be (freedom) based on the resources
available [49]. The central concept of the framework is its ability to determine what peo-
ple are effectively able to do and be, taking into account the goods and resources they
have access to achieve the life they value. According to the approach, having goods or
resources is not enough to imply well-being; rather, it is how people effectively use the
goods and resources to achieve the life they value. In our study, the GovChat platform
is said to improve citizen participation to enhance their capability by engaging with the
government authorities to lead the life they value through means of development and
improved service delivery. The theory allows us to understand the factors that affect the
use of the commodity; in this case, we imply the commodity as a GovChat platform.

3.1 Capabilities and Functionings

Capabilities and functionings are at the center of the CA. Although the two concepts
are related, they have different meanings. An individual’s capability can be compared
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to opportunities open to an individual [51]. The Capability set is made up of potential
functionings and opportunity freedom. Functionings, in contrast, refer to potential or
attainment [51, 52] and are associated with various aspects of lifestyle. Functionings
consist of “beings and doings” and can be considered a group of interconnected func-
tionings. These can include people’s well-being, happiness, a decent job, self-respect,
safety, and being calm.

3.2 Well-Being and Agency

Well-being evaluates an individual’s ‘wellness’, which is a persons’ state of being [53].
The achievements of well-being are measured in functionings, whiles the well-being of
freedom is shown in the person’s capability set. On the other hand, an agency is the ability
for a person to act on the things they value. Personal values and circumstances play a
vital role in choosing from their available opportunities. Whether or not an individual
can choose from the opportunities presented to improve their value is usually tied down
to their circumstances and their values.

3.3 Conversion Factors

Goods and resources are referred to as a commodity. In this study, the GovChat is
the commodity that enables citizen participation to achieve the landscape they desire.
Freedom is defined as opportunities that people have to live a life of value to them
[54, 55]. Freedoms are the actual possibilities for citizens who utilise the GovChat to
participate in decision making. However, conversion factors influence individuals in
generating the capabilities of the commodities. The conversion factors refer to factors
that affect individuals expanding their capability [48]. The conversion factors can be
categorised as personal, social, and environmental. Personal factors (such as gender and
age) can influence whether and how an individual utilises the commodity to achieve
functionings. For example, the level of education may affect how an individual uses a
mobile phone to engage with the government. The social factors may include:

– Social institutions (power relations, public policies, institutions). For instance, social
arrangements within developing countries of having more citizens in the urban area
owningmoremobile phones than in rural areas create consequences for e-participation
in a democratic setting [56].

– Social norms (rules, behaviours and values). South Africa has a history of apartheid
which may still be embedded in their values and norms; for instance, participation in
government decisions may not be actively participated due to the apartheid era [57,
58].

Environmental factors such as technical support, infrastructures, electricity, telecom-
munications, and resources can also influence converting commodities into functionings.
For instance, network coverage or electricity supply [59] may pose a challenge for
citizens to use e-participation platforms in developing countries.



Factors Affecting Citizens’ Use of e-Participation Platforms 79

3.4 Operationalising Capability Approach in the Study

Table 3 depicts the Capability Approach concepts and their relationship in the use of
GovChat to influence citizen participation.

Table 3. Capability approach concepts

Concept Description

Commodity GovChat and its relevance to Citizen Participation

Conversion Factors Personal factors e.g., Information and Communication Technology
(ICT) literacy and skills affordability
Environmental factors e.g., Affordability of ICT and ICT
infrastructure
Social factors e.g., social institutions, social norms, and public
policies

Agents Citizens

Capabilities Citizens’ capabilities to use the GovChat are influenced by their
well-being, such as training and skills, technology, etc

4 Research Methodology

This study adopted an interpretivism research philosophy that has integrated human
interest in the study [60]. The study required user experiences and sought to understand
the fundamental meanings that underlie the social world by analysing the data obtained
through interviews and observations. Interpretivism research philosophy requires data to
be collected through a naturalistic approach where interviews and observations are the
primary sources of data [60]. This has led to meanings and themes emerging from the
study towards the end of the data analysis process. A qualitative research approach was
employed for this study because it provides a deeper understanding of the phenomenon.
The purpose of the study is exploratory in nature, as the aim of this study is to not just
describe and portray GovChat’s current role in municipal government but rather seek
factors affecting the use of the GovChat platform for citizen participation. The approach
to theory in this study was deductive.

The study focused on service delivery in the context of Cape Town, South Africa,
through citizen participation at the local municipal level. The city of Cape Town was
selected because it is the first city in South Africa to launch the GovChat. For this
reason, the target population was Cape Town citizens. There are 30 local councils in
the Western Cape, including Cape Town. The city of Cape Town constitutes a hundred
and sixteen ward councillors [36]. We drew a sample of 30 respondents consisting
of five ward councillors representing the municipality and 25 ordinary citizens. The
ordinary citizens were coded as’Citizen Participant X’ and’Ward X’, representing ward
councillors. The ordinary citizens were youth aged 16 to 35. This age group are more
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inclined to use a mobile device for citizen participation than the older generation [61]
and mobile applications such as Whatsapp and messenger. The sample was limited to
those who spoke either English or Afrikaans. The reasons for limiting the selection to
English and Afrikaans speaking groups is because it is the most spoken language by the
selected age group.

Furthermore, the researcher also considered the convenience of conducting the inter-
views since the researcher was fluent in these two languages. The citizens selected for
the investigation are those currently active and those not active in the decision-making
processes at Cape Town municipality. The study commenced on March 28, 2019 and
ended on September 20, 2019. Table 4 summarises the criterion we used to select the
participants in the study.

Table 4. Summary of the criterion used to select the participants

Criteria Description

Citizens Ordinary citizens that reside in Cape Town municipality

Ward Councillors Local councillors in Western Cape

Age Ordinary citizens aged 16–35

Gender Male and Female

Language Those fluent in English or Afrikaans

Digital Skills None required

The case study on the GovChat platform for citizens draws on primary data col-
lected through semi-structured interviews and document analysis. We conducted semi-
structured interviews with ward councillors and ordinary citizens. A range of documents
and literature on e-platforms for citizen participation and the GovChat website were
reviewed to understand the platforms better. The data collected was then analysed using
thematic analysis,where themes from the datawere identified, analysed and documented.
We highlighted differences and similarities across the data and gained insights into the
phenomenon. The first approach was to identify themes.We followedD’Andrade’s tech-
nique of highlighting repeated words which was achieved by running NVivo’s built-in
word frequency query. We also applied the constant comparison method, where a line-
by-line analysis was conducted to understand each line of the transcribed interviews
within the context of the study and compare each line to other lines in the data.

Participation was voluntary, and all participants’ identities were kept confidential.
Interviews were voice recorded after gaining verbal consent from participants. The
recordings are stored in a safe location for transcription purposes. Ethical clearance
and approval to conduct the study was granted by the University of Cape Town’s Ethics
Committee to ensure that the research complies with the code of ethics prescribed by
the university.
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5 Analysis and Findings

The citizens were aware of the GovChat platform on its benefits to facilitate citizen par-
ticipation. However, despite the citizens using the GovChat platform, it has contributed
to low uptake due to inadequate service delivery. In addition, the analysis conducted
showed that several factors also contribute to the low usage of the GovChat platform,
and these factors have been grouped into personal, environmental, and social factors.
Despite several factors affecting the use of the GovChat platform, the platform also
provided capabilities that the citizens could achieve participation, which has been cate-
gorised in the capabilities and the functionings section. Table 5 summarises the conver-
sation factors affecting the use of the GovChat platform and its related capabilities and
functionings.

Table 5. Conversion factors and capabilities of the GovChat platform

Commodity Agent Conversion factor Capabilities and functionings

GovChat platform Citizens Personal Factors
– Limited technical skills from
the citizens

– Limited to citizens with
reading and writing skills

– Social inequalities

– Provides citizens access to
essential information

– Allows citizens to access
social grant services,
municipality services,
gender-based violence
services, corruption services,
etc

– Accessible at the citizens’
convenience

Environmental Factors
– Affordability of ICT e.g.,
Mobile phones, connectivity
and personal computers

– Electricity supply

Social Factors
– Mobile victimisation when
using the platform

– Preference to verbal
communication

5.1 Capabilities and Functionings

Our analysis identified the capabilities and functionings the GovChat platform provided
for the citizens. First, the GovChat provides essential information to the citizens on
services offered by the government, such as social grants, municipality, gender-based
violence, school and corruption,whichwould have been far-fetched to access by ordinary
citizens. The platform was convenient as the citizens would voice their concerns at any
place and time using either their mobile phones or computers since they do not have to
travel long distances to access these services but only had to log into the platform and
participate. However, connectivity remains expensive for many citizens in Cape Town
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due to the high unemployment rate. The affordability of mobile connectivity in South
Africa was 51.72% as of January 2021, according to the Digital 2021 report for South
Africa. An indication that many South African can hardly afford the connectivity devices
and services necessary to use the GovChat platform.

GovChat creates an effortless way for citizens to interact, as you can use it when-
ever and wherever you want, being that it’s on a mobile device. Less effort is
required to access the GovChat platform. Therefore, we as citizens should be able
to contribute to the development of our communities. Before the GovChat platform
was created, we never felt as though we mattered, but now we feel like part of our
community. [Citizen Participant 7]

The second factor was the potential for the citizens to voice their concerns. This
finding is on par with Danielle andMasilela [47] as they stated that the platform allowed
the government to obtain citizen feedback on problems, alternatives, and decisions.
Citizens can track their reported requests and rate government facilities. Citizens can log
requests for municipal services and report corruption activities, gender-based violence
and bullying in schools. This provides the city of Cape Townwith critical information on
the needs and services required by the citizens. At the same time, the GovChat platform
empowers and improves the lives of the citizens of Cape Town [47]. One of the citizens
also highlighted that they feel their voice is being heard and their grievances attended
to.

This GovChat platform works perfectly. That seems to be the purpose of GovChat;
you log a problem, and you get your concerns resolved without having to stand
in long queues. Now I can even book my medical assessment using the GovChat.
[Ward 2]

In as much as the GovChat platform provided citizens with the voice to air out their
concerns, 12 out of 25 ordinary citizens interviewed highlighted a lack of trust in the
information they provided to the platform. They cited that some of the information is sen-
sitive and could end up in the wrong hands. For instance, personal data and information
on corruption activities, e.g., the contact details of the citizen requesting a service, are
shared with the municipal department. As such, many citizens withheld their concerns.

It’s great to have a platform where people can ask for assistance, seek services,
and vent. But what happens with this information? For instance, if I am to report on
corruption in my area, I do not know whether the information that I have provided
will also implicate me. [Citizen Participant 14]

In addition, another participant also stated that:

Since we are voicing our concerns to government officials, some may take it per-
sonally, and consequences may follow. Therefore, we are constrained on what to
share because we are unsure how these officials will react, especially when the
GovChat gets your details from WhatsApp or Facebook platform when using the
tool. [Citizen Participant 17]
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5.2 Personal Factors

Statistics have shown growth in the Mobile uptake in Cape Town and the entire country.
It is estimated that 25.5million internet users in SouthAfrica use smartphones. However,
this is less than half of the population [62]. Statista [62] projected that the number of
smartphone users in South Africa will reach 26.3 million by 2023. This means that users
of the GovChat platform will increase, but at the same time, it will widen the digital
divide gap.

The use of the GovChat requires citizens to have some basic technical skills in soft-
ware applications. These would allow them to download the application on their mobile
devices and update it when needed. Also, to be able to navigate and actively participate,
e.g., logging a service delivery request and completing a report form. However, a portion
of the total population of Cape Town that lacks basic computer skills will be unable to
utilise the GovChat platform fully. This contributes to the digital divide and a lack of
inclusivity among those with no technical skills or computer literacy.

Not everyone has the technical skills to navigate the platform. Especially for the
elderly who might have problems navigating through the GovChat platform and
need assistance in navigating through the platform compared to the youths but
there is support available [Ward 5]

While technical skill is essential for citizens to use the GovChat platform, many
participants felt that the GovChat platform was mainly for those who knew how to
read and write English. The majority of the citizens in South Africa speaks indigenous
languages. IsiXhosa, Afrikaans and Setswana are the most spoken languages in the
Eastern, Northern and Western Cape. In the Western Cape, 49.7% speak Afrikaans,
24.7% isiXhosa, and 20.3% speak English, respectively [63]. The developers assumed
that all citizens were fluent in English when creating the platform. Therefore, it limited
the participation of all citizens from all classes of society.

It was easier for me to navigate the platform and read all the information, but it
was challenging for someone who did not read and write. They need to create a
platform that includes all languages; otherwise, only a few of us will participate.
[Citizen Participant 22]

5.3 Environmental Factors

Like in many developing countries, affordability of ICT such as mobile phones, personal
computers and connectivity is still a challenge. Many citizens cannot afford to own a
mobile phone, personal computer and internet. The finding is on par with Bisimwa,
Brown and Johnson’s [64] study that found that the cost of purchase of mobile phones,
airtime, internet bandwidth, and repair hindered the use of mobile phones in South
Africa.

An economic barrier would be the fact that you need to have a cellphone to use
GovChat and would require data to use WhatsApp. The challenge is that not
everyone in cape town can afford to buy a mobile phone to use the platform. As



84 A. Katzef et al.

for me, I can afford to buy a mobile phone, and I also use my personal laptop. The
concern is that not every citizen in Cape Town municipality has the same economic
standing, making it challenging to harness the platform. [Ward 3]

South Africa has been experiencing loadsheddings or power cuts over the past years.
The city of Cape Town was no exception. This has contributed to the disruption of
economic activities, leaving many citizens frustrated. The power cuts are attributed to
the increasing demand and dilapidated infrastructure which often needs repair. This has
negatively affected the use of electronic devices and the use of e-participation platforms
such as the GovChat due to the frequent power outage.

Loadshedding is a huge concern in Cape Town and the entire South Africa. It has
affected how, and when to use our gadgets. When there is power outage, we use our
mobile phones sparingly and avoid using applications that consume a lot of power
on our phones. During that time, there is limitation on the activities performed
on our phone such as sending a request or reporting a problem on the GovChat
platform. [Citizen Participant 25]

5.4 Social Factors

GovChat platform creates room for victimisation, whereby councillors and colleagues
can easily identify and victimise citizens that frequently complain about poor service
delivery. Additionally, citizens have a negative attitude towards the use of GovChat as
they feel that their complaints, contributions and requests are often not attended to or
taken into consideration. Thus, they perceive the platform as of less value to them.

I have a concern that our requests are not being taken into account. You don’t
know where your information is going. There is a grey area between making a
service request and seeing the results of this request. [Citizen Participant 4]

Most citizens prefer verbal communication as they feel their concerns are being heard
rather than communicating on a platform where they are unsure whether the officials
read their request. In addition, the citizens uphold their cultural norms and values as they
are accustomed to dialogue. Although the citizens preferred verbal communication, they
felt that the platform allowed them to speak out without fear of being criticised by the
officials.

Through the lens of Hofstede’s cultural dimensions, South Africa, as a collectivist
society, requires a platform and instruments to express their opinions, feelings, and con-
cerns using online platforms [65].Also, to offer themopportunities to interact. Therefore,
the GovChat lacks interactive functionalities and does not optimally fulfil a collectivist
society’s needs.

6 Conclusion

More studies are examining how ICTs can facilitate citizen participation to respond
to citizens’ demands through e-participation platforms. Our study contributes to e-
Participation platforms’ literature by seeking to understand factors affecting the use
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of e-participation platforms by the citizen. The context of the study is the use of the
GovChat platform by citizens of Cape Town. Although existing literature discusses
the importance of citizen participation, there is paucity of literature that focuses on e-
Platforms for citizen participation, specifically in developing countries. e-Participation
platforms lay a significant role in the decision-making process at all levels of the govern-
ment, national and local. Thereby enhancing the living standards of the citizens through
better service delivery.

The study contributes to theory by utilising the Capability Approach framework to
understand the factors that affect the citizens in using the e-participation platforms. The
theory showed that personal, social, and environmental factors affect the citizens of Cape
Town municipality use of the GovChat platform. Our study demonstrated that personal
factors such as basic technical skills, language and support negatively affect citizens’
use of the e-participation platforms. Availability of support to citizens during the use
of the GovChat platforms can help encourage citizens to continue using the platform.
Additionally, including a functionality that allows users to translate or change to other
widely spoken local languages promotes inclusivity.

The study also points to environmental factors such as affordability of ICT devices
such as mobile phones and personal computers and connectivity. These devices are
enablers of e-participation and until most of the citizens can afford them, they will not
be able to participate in decision-making processes. South Africa is one of the countries
with high unemployment rates in the world. This means that fewer people can afford
communication devices such as mobile phones, personal computers and internet to use
the GovChat platform.

On social factors, the study observed that e-participation platforms such as the
GovChat may lead to victimisation of the users. The GovChat requires the contact num-
ber of the user when logging in and the address or location when reporting cyberbullying
or corruption activities. This information is shared with the municipal department and as
such, the user can be easily identified which can put the life of the user at risk. The lack of
anonymity of the users can adversely affect the use of the GovChat platform because of
trust and confidentiality issues. Furthermore, although citizens can track their reported
requests, they do not receive feedback from the municipality. This discourages the use of
the GovChat platform as citizens feel that their grievances are not attended to. Designing
the GovChat in such a way that it is interactive would instill users’ confidence.

This study contributes to practice by understanding how and what affects the use
of e-platforms for citizen participation. Knowledge and understanding on the use of
e-participation platforms would aid developers to develop better e-platforms that are
inclusive and that encourage citizens participation.

Lastly, we acknowledged that the study has limitations as the sample was drawn from
the population of the city of Cape Town which may have influenced the findings. We
suggest that future studies be conducted using a sample from another city ormunicipality
and compare the findings.
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Abstract. Antimicrobial resistance is described as a “slow-moving Tsunami”
and a top global health threat, particularly affecting low and middle-income coun-
tries. A key strategic tool to engage with this challenge is effective monitoring
to improve knowledge and awareness and support evidence-based interventions.
However, LMICs have an inadequate capacity, resources, infrastructure, and cul-
ture to implement digital interventions. To engage with this challenge within the
context of a public hospital in India, a global AMR hotspot, empirical work is
carried out in studying the design and implementation of an AMR monitoring
system and in understanding the process of antibiotics use and associated chal-
lenges in their digitization. A practice-based perspective informs understanding of
these empirical problems, and how practices evolve into institutional work. This
paper contributes to understanding the challenges and approaches to implementing
AMR digital monitoring systems.

Keywords: AMR · Information systems · Digital AMR monitoring · Practices ·
Institutional work · Actors

1 Introduction

This paper seeks to understand the link between information practices and institutional
work and how these can be best linked to create enabling structures to strengthen the
implementation and use of digital monitoring systems for Antimicrobial Resistance
(AMR) within public hospitals in India.

Antimicrobial Resistance (AMR) occurs when bacteria, viruses, fungi, and para-
sites change over time and no longer respond to medicines making infections harder
to treat and increasing the risk of disease spread [1]. The World Health Organization
(WHO) has described AMR as ‘a global crisis’ and the perfect example of the complex,
multi-sectoral, multi-stakeholder challenges increasingly facing the world [1]. AMR is
endangering the future of societies [2], including the achievement of all Sustainable
Development Goals (SDGs) [3]. AMR is a lifestyle disease [4] impacting the world
inequitably, with Low- and Middle-Income Countries (LMICs) amongst the worst hit,
due to the high prevalence of infectious diseases, overcrowding, poor sanitation, weak
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access to diagnostics, inadequate monitoring, indiscriminate antibiotic use, and weak
regulations. India is the world’s AMR capital [5] reporting an annual AMR attributed
mortality of 700,000, estimated to reach 10 million by 2050 globally [2]. India is the
biggest producer [6] and consumer of antibiotics globally, reflected in the more than
100% increase in antibiotic use between 2000 to 2015 [7]. Compounding this problem
is the relative lack of effective monitoring systems, and while 163 countries have devel-
oped National Action Plans (NAPs) to combat AMR, very few havematerialized them in
practice. A mere 2.3% of monitoring systems globally are in LMICs [7] contributing to
the vicious cycle of poor information and evidence base about the AMR problem which
limits focused interventions that magnify its spread and associated social inequities.

A strategic priority of the NAPs is to strengthen the knowledge and evidence base
through surveillance. This is easier said than done because it involves systematic infor-
mation on various complex and inter-connected parameters, such as i) antimicrobial
susceptibility testing (AST); ii) monitoring of resistance; iii) monitoring of consump-
tion and use of antibiotics; and iv) specific skills on areas such asmedicinesmanagement,
hospital-acquired infections, and infection prevention and control. All these represent
new forms of knowledge and require specific skills, capacities, and infrastructure, cur-
rently largely unavailable in the public sector of most LMICs. This paper argues that
trying to build these new forms of knowledge and skills, to enable digital AMRmonitor-
ing, will need understanding both at a micro-level of what new or redefined information
practices should become part of everyday institutional work, and how these institutional
work arrangements could contribute towards systematic and continued monitoring of
AMR. Given this background of the research and practice-related challenges, this paper
addresses this research question:What is the institutional work required to routinize
the use of a digital AMR monitoring application at the facility level?

The empirical base for analyzing these research questions is a public hospital in India,
which has limited resources and capacities to absorb new initiatives like that required
for AMR monitoring. The rest of the paper is organized as follows. In the next section,
we discuss institutional practices and institutional work, and their relevance in guiding
the analysis. In Sect. 3 we describe the research methods followed by the case study in
Sect. 4. Section 5 presents the case analysis and discussion. Conclusions are presented
in Sect. 6.

2 Information Practices and Institutional Work

Practices represent “shared routines” [8] or “recognized forms of activity” [9] that guide
behavior. All institutions have a set of practices and organizing principles that provide
the logic of the actions of actors as they respond to their work demands [10] that repro-
duce institutions [11]. The practice lens is oriented towards understanding the recursive
interaction between people and technologies within a situated context [12], implying that
technology is not treated primarily as an artifact but as an integral element of people’s
routine work and the lived character of the everyday world, which serves as the object
of analysis [13]. Orlikowski [14] writes:

“while users can and do use technologies as they were designed, they also can and
do circumvent inscribed ways of using the technologies - either ignoring certain
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properties of the technology, working around them, or inventing new ones that
may go beyond or even contradict designers’ expectations and inscriptions.”

A practice-based approach to IS research provides a strong tool to understand how
change happens after the introduction of technology, often after the fact. Concepts of
situated action [15] and tinkering [16] are relevant to understanding the nature of these
information practices, how they occur, what breakdowns happen, and how are they dealt
with. This helps to understand what kinds of contingencies emerge in the course of
everyday work and how actors deal with them. For example, Mosse and Sahay [17] in
their study of communication practices of healthworkers inMozambique, described how
they needed to send reports every month to their superiors. They deal with breakdowns,
such as the printer not working, by going to the nearby church to take their printouts.
Such practices help to find better and improved ways to mitigate uncertainties and install
more stability into dealing with emerging work contingencies [18, 19].

A practice lens becomes relevant to study a complex societal issue of AMR, which
concerns a lifestyle disease and involves multiple actors, artifacts, practices, and struc-
tures. Digital AMR monitoring, which is the focus of this paper, represents a novel
intervention in the context of a public hospital in India, that requires the development of
new practices, which have to also engage with the legacy of existing practices related to
manual monitoring. Digital monitoring of AMR to capture, analyze and report data are
central to the global response to AMR and is essential for standardized data collection to
inform strategies which is unfeasible with the traditional and manual methods of mon-
itoring [4]. Monitoring antimicrobial resistance (AMR) is fundamental to developing
strategies and policies to contain the spread of AMR at local, national, and global levels.
A digital AMR monitoring system can potentially provide information and evidence to
guide clinical decision making; provide information on the effect of antimicrobial resis-
tance and the burden of infectious diseases in the community and guide the stewardship
program and infection control strategies.

Institutional work describes “the purposive action of individuals and organizations
aimed at creating, maintaining and disrupting institutions” [20]. Institutions are ‘an orga-
nized, established procedure’ that reflects a set of ‘standardized interaction sequences
[21] arising from the interplay between actors and institutional structures influencing
institutional change, innovation, and deinstitutionalization processes [22]. There is an
ongoing “duality of work” representing the interconnected and mutual interconnections
between practices and institutions [23], which are both visible and invisible, leading to
creating, maintaining, or disrupting forms of institutional work [24].

Lawrence and Suddaby [20] identified different types of institutional work that
emerge from varying types of practices. Creating work describes how new institutions
emerge and get established, while maintaining is concerned with how institutions are
actively produced and reproduced through everyday practices and disrupting focuses on
the practices that disrupt existing institutions when new interests are not met, contribut-
ing to forms of institutional change [25]. The framework of Lawrence and Suddaby [20]
is summarized in Table 1:

Institutional work has been extensively used in IS research as a framework to analyze
processes of institutionalization, institutional change, and sustainability [26, 27]. For
example, Sahay et al. [28] studied the new forms of institutional work required to support



92 Y. Thakral et al.

Table 1. Institutional work for creating, maintaining, and disrupting institutions

Forms of Institutional work Types of Institutional work

Creating Advocacy; Defining; Vesting; Constructing identities; Changing
normative associations; Constructing normative networks;
Mimicry; Theorizing; Educating

Maintaining Enabling work; Policing; Deterrence; Valorizing and
demonizing; Mythologizing; Embedding and Routinizing

Disrupting Disconnecting sanctions; Disassociating moral foundations;
Undermining assumptions and beliefs

the introduction of information support for achieving the reform goals of Universal
Health Coverage (UHC). They argued that the systems required, such as the focus on
integrated individual-level data, represented new forms of institutions such as to enable
data sharing, requiring different kinds of institutional work than what existed before [29]
examined the relationship between design decisions taken and intended changes in the
practices of diabetes care.

In the context of digital AMR monitoring, similar to the study on UHC [28], repre-
sents the need to create new formsof institutionalwork,whichhowever is inter-connected
with existingmanual processes and the situated context of capacities [30], infrastructures
[31], workloads [32] and policy responsiveness [33]. Institutional work helps to under-
stand how information practices need to navigate between the old and new to highlight
new or redefined forms of institutional structures. In this paper, we draw on institutional
work as the framework to analyze the information practices of actors around digital AMR
monitoring. We study how these practices create, maintain, and disrupt institutions to
enable the use of a digital AMR monitoring system.

3 Research Methods

This was a longitudinal study being conducted since 2019 in the northern state, Himachal
Pradesh to understand the practices of different actors around digital AMR monitoring
and identify the institutional work done and needed to routinize digital AMRmonitoring
system in a public hospital. This study was part of a larger initiative under the long-
standing ongoing efforts of a national NGO called HISP India in strengthening public
health information systems in India.

3.1 Research Site

This study is based in a tertiary hospital setting in Himachal Pradesh in northern India.
The state has microbiology testing facilities only in 4 tertiary hospitals, of which we
focused on one located in the foothills of the Himalayan Mountain ranges. The hilly
geographic terrain makes access to health care services a challenge for its about 7 mil-
lion citizens [34], 90% of whom are residents in rural areas. With nearly 80% + of
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the population reliant on the public health system [35], the introduction of the digi-
tal monitoring of the AMR project is reflective of this proactive mindset and policies
of the government. The tertiary teaching hospital is using an application to monitor
the Antimicrobial Susceptibility Test (AST) results at their microbiology lab devel-
oped on an open-source platform. This hospital, typical of most public hospitals, suffers
from constraints of weak diagnostics, limited capacity, manpower, and infrastructure at
the hospital [32], with information on antibiotics currently invisible in the monitoring
system.

3.2 Data Collection

The process of data collection was started in March 2020 to July 2021 after the imple-
mentation of the application at the microbiology lab in the hospital in November 2019.
The major timelines are shown in Fig. 1

Fig. 1. Project timeline

The data collection process included a study of the practices around digital AMR
monitoring at the hospital which currently uses the application to manage AST test
results at the microbiology lab. This included understanding the practices of actors in
the processes that are related to using the digital monitoring system starting from the
arrival of the patient, the physician ordering for theAST, sample collection, sample trans-
fer, testing at the lab, documentation, dissemination, and data use. The data collection
methods are summarized in Table 2.

Semi-structured, open-ended guides were used to conduct in-depth interviews with
physicians, pharmacists, microbiologists, lab technicians, and data entry operators.
Questions to understand the workflow at the billing and registration departments, and
sample collection unit at the hospital. Discussions were held with staff at the microbiol-
ogy lab to better understand how information around antibiotics was represented in the
AST sample recording, testing processes, data collection, analysis, and use. Discussions
were also held with the principal of the hospital to understand the antibiotic policies,
guidelines, and the hospital’s visions to tackle AMR. Policy documents, both national,
state-specific, and hospital-specific were important secondary sources to understand the
gap between policy and practice observed, for example, the process of prescription audit
as suggested by the state vs how it is done at the hospital. A workshop was held in July
2021 to discuss the implementation process, issues faced by the stakeholders, and to
identify the approach to address them.

3.3 Data Analysis

Data analysis was conducted in multiple sequential steps, described below.
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Table 2. Data collection methods

Data collection methods Details

Interviews Staff at registration and billing counter – 2; Staff
at sample collection unit responsible for
collection and transfer – 2; Physicians – 7;
Pharmacists – 4;10; Microbiologists – 5; Lab
technicians- 3; Data entry operator (DEO) at the
lab – 1; Principal of Hospital

Observations Physicians while prescribing; pharmacists while
dispensing; DEO while entering data in the
application; data management process at
microbiology lab; billing and sample collection
processes

Discussions With physicians, microbiologists, staff at the
microbiology department, and Principal

Study of policies and documents National/State-specific policies and guidelines

AMR monitoring application design and
development

Engaged in the design, development, and
implementation of the AMR monitoring system

Workshop Microbiologists, hospital management, and
microbiologists from the 2 other public hospitals
in the state

Step 1: Data collation and organization: All data collected including interview
notes, observations, and study of documents studiedwere organized and collated to facil-
itate analysis. Step 2: Transcriptions: All primary data was transcribed and translated
from Hindi to English wherever needed, and digitized. Step 3: Thematic analysis: First,
responses were grouped by different stakeholders, and practices, were identified around
AMR monitoring. Step 4: Identification of the institutional work done by actors: The
day-to-day work of the stakeholders was analyzed to identify the creating, maintaining,
and disrupting work done. Step 5: Identification of the work needed to routinize digital
AMR monitoring: Based on the analysis, we identify the work needed to routinize the
information practices that support digital AMR monitoring.

4 Case Study

In this section, we describe the information flow in the facility around antimicrobial
susceptibility testing (AST). It is a test done at the microbiology lab that provides
information about the resistance profile after registration of the patient, consultation,
sample collection, etc. The information flows around the AST process are presented in
Fig. 2, starting soon after the patient visits either OPD, IPD, or Emergency Departments.
Patient registration is the first step at the hospital. Post-registration, the patient consults
the physician, or the physician visits the patient in case he/she is admitted at the IPD.
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Doctor orders drugs or an AST. This is followed by sample collection, testing at the lab,
documentation of results in the register, sharing of results with the patient/attendant.

Fig. 2. Information flow around AMR monitoring

The process of data entry by the data entry operator (DEO) takes place with details
transferred from the register to the digital application. The data entered in the application
is aggregated and the dashboard is updated with the latest resistance figures. Figure 3
shows a section of the data entry application and the dashboard updated automatically
based on the data entered daily.

Identifying Information Practices
We identified four key sets of practices to comprise digital AMR monitoring in the
hospital: i) patient registration and sample collection at OPD, IPD, and Emergency
(EPD); ii) testing of samples at the Microbiology laboratory and the documentation
of test results (manual and digital); iii) sharing of test results by the lab to the doctor
requesting the test and also to the patients; and, iv) the use of data for providing clinical
care to the patients, and for other administrative purposes of reporting. These practices
are described below:

4.1 Practice of Sample Collection, Indexing, and Transfer to Microbiology Lab

Upon arrival at the hospital, the patient goes to the registration counter in the main
hospital building. The demographic details of the patient and the name of consulting
physician are entered into a computerized hospital information system. The patient
is given a unique hospital/patient ID that is printed on the Registration form given
to the patient. Carrying this slip, the patient then goes to the respective department
for consultation with the physician who makes inquiries about the patient’s symptoms,
orders the sample testing, andmaybe prescribes medicines. An AST is generally ordered
by the physician only if the patient presents severe symptoms, as described by a physician
at the OPD:

An AST is generally prescribed to patients who come with severe symp-
toms/infections. Some of these patients have consulted many physicians earlier so a



96 Y. Thakral et al.

Fig. 3. AMR monitoring system (A snapshot of data entry application and dummy dashboard)

broad-spectrum antibiotic is prescribed, and an AST is ordered. These patients with
severe infections are in many cases admitted to the hospital for further treatment.

Some patients come with severe infections, and they need to be admitted to the
hospital and an AST is ordered for them. Antibiotics are prescribed to the patient
till the time the resistance profile of the patient is received.

The patient comes back to the registration counter to pay for the test after consultation
and if an AST is prescribed. He gets an invoice with the test details that he takes to the
sample collection unit with him. This process takes place in the wards and the emergency
departments for inpatients in the hospital. At the sample collection unit, each sample
is given a unique code based on the type of sample and the lab it is to be sent to. For
example, a sample sent to themicrobiology lab has a code for the lab, the patient’s Lab ID,
and the sample name. The microbiology as separate registers for different sample types,
such as blood and urine. The lab technicians at the Microbiology lab often complain
about the quality of data and the sample details received from the sample collection
unit from the different departments in the “requisition form” accompanied with all the
samples. However, other details like the department where the patient is admitted, his/her
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diagnosis, and other related fields are often blank because of which the Microbiology
lab has incomplete details of the patient and the sample. The manual register with the
data entry fields and an incomplete requisition form can be seen in Fig. 4 and Fig. 5.

Fig. 4. Register for data entry at microbiology lab (incomplete information maintained and
sometimes illegible)

An analysis of monthly data revealed that even the patient’s identifiers like patient’s
CR number and age are missing from 2% records and crucial details to see department
wise resistancepattern like the nameof hospital department and location aremissing from
around 35% records. To promote data quality, a full-time resource is hired who checks
the manual as well as digital data quality and reports to the in-charge microbiologist. A
data quality report with details of missing fields in a month is shown in Table 3:

4.2 The Practice of AST Testing and Documentation of Results

The testing of the samples starts after they are received at the lab and the details are
noted in the register by Lab technicians. The testing starts the same day the samples are
received, and the process was explained by one of the lab assistants:

Once we receive samples at the lab, a standardized technique is followed for AST
testing. The samples are put on a culture medium on Agar. These agar plates are
then inoculated overnight. During the night, the organisms grow on the agar place
inoculated with test organism and filter paper disc with a specific concentration
of antibiotics. The growth is then checked for resistance patterns on the next day.
There are specific incubation time ranges for the bacterial colonies as specified
by the Clinical and Laboratory Standards Institute (CLSI) which is followed to
identify the susceptibility and resistance.
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Fig. 5. Requisition form received at the labwith each sample (Incomplete and sometimes illegible)

Once testing is done, the test results are entered on a test result form with the details
of the susceptibility and resistance patterns with specific antibiotics. Lab technicians
also enter these test results in the register where they entered patient and sample details
on the receipt. Once the documentation of the test results is completed in both the test
result sheet and the register, the results are ready to be shared with the patients and/or
the indenting physician.

The data entered in the registers by 2 PM is entered in the application by a DEOwho
comes to the microbiology lab for a couple of hours every day. The microbiology depart-
ment had a manpower crunch, so a DEO was assigned by the hospital administration to
enter all data from the registers to the application after he gets free from the Registration
Desk, which is his primary appointment. A desktop with an internet connection has been
set up on a table in the microbiology lab next to a table where the registers are kept.
The DEO has no experience working in the Microbiology department and is new to the
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Table 3. Record of missing fields in a month

Blood register Urine register General register Overall %

Data fields
missing/incorrect

Number % Number % Number %

Hospital department 68 25 105 21 260 52 34

Location 50 18 95 19 258 51 32

Computer
registration number

1 0.4 0 0 0 0 0.1

Age 1 0.4 9 1.8 1 0.2 0.9

Wrong computer
registration number

10 3.7 14 2.8 0 0 1.9

Total number of
records

273 501 502

terms used, and often needs to take help in understanding them from the lab assistants.
The DEO told us:

I come to Microbiology Department every day after getting free from the Regis-
tration Desk. I pick up registers for one sample type at a time, copy and enter the
details written in the application. Earlier, I did not understand the terms used in
the register and asked the lab assistant for their help. Now, I need less help after
entering data for more than one year.

Some problems have been experienced with the regularity of the DEO work since
no dedicated staff could be hired for the same. The DEO was mandated by the hospital
principal to come to the lab once he was free from his work at the registration desk in
the afternoon. Since the DEO is unaware of the terminology and codes used, he takes
help from the lab assistants, who sometimes are not free to answer the queries leading
to delays or even incorrect information being entered. To help the DEO, the lab has
prepared a sheet with codes and names of the antibiotics, which has been pasted on the
wall next to his desk shown in Fig. 6.

Post data entry, the lab staff generates the test results and required reports. All patient
details added to the application are aggregated and automated data analysis is done by the
monitoring application, providing details of Isolation numbers, rates, resistance profiles,
sample type, and location type of the patients i.e., OPD, IPD, ICU, etc.

4.3 Practice of Sharing Test Results

Test results are ready to be shared on the third day after the sample had been submitted to
the lab. The lab assistant documents the test results in the lab register and on the test result
form, after which it is approved and signed by the doctors at the Microbiology lab. Test
results are shared once the resulting form is approved and signed by the resident doctor.
Outpatients or their attendants come to the lab, show the form/receipt received from the
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Fig. 6. Antibiotics with codes for DEO (These are written by a lab technician and given to DEO)

registration counter that has the Patient’s ID, and get the test results. The attendants of
the Inpatients come with the patient’s form to collect the test results. These results are
added to the patient’s file with all the other details. The treating physician has access to
the test results via the patient. In the case of Outpatients, the patients visit the physician
again with their test results. Based on the AST test results, the physician gives/modifies
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the antibiotic or line of treatment. In the case of Inpatients, the test results are added
to the patient’s file once they are collected by the patient’s attendant. Physicians look
at the test results when they come for daily rounds and take necessary actions such
as modifying the line of treatment, or the antibiotics given earlier. A department-wise
monthly aggregated report generated by the data quality analyst at the hospital is sent to
each department to promote evidence-based prescription of antibiotics.

4.4 Practice of Information Use

A bi-monthly report with details of the isolation patterns of organism groups and some
specific organisms, their resistance profiles based on the sample type received, and the
antibiotics are prepared by the Microbiology department. The AMR in charge of the
department who is a senior consultant with help of resident doctors and post-graduate
students prepares this report. This report was earlier prepared manually based on the
patient data entered in registers every day. The AMR monitoring application has helped
the department to prepare its reports easily. The case-based data entered in the application
is aggregated automatically and presented on the dashboards, prepared based on the
reporting requirements of the Microbiology Department. A sample dashboard is given
in Fig. 7 below.

Fig. 7. A sample of data analysis done using the digital AMR monitoring application

The consultant in charge of AMR at the hospital mentioned:

It took a week to prepare the bi-monthly report with the data from registers. The
data was aggregated manually by the post-graduate student who helped in making
reports and putting them in formats we have the share the report in. With the AMR
monitoring application, it takes lesser time to prepare the reports. We need to go
and print the individual report and pin them together and share them with the
Hospital Management. However, it would be easier to get a summary report from
the application that can fit on 2–3 pages and would be easier for the management
to comprehend as the current report has around 50 pages. It is difficult to get a
full picture of the AMR with several segregated reports.

Amonthly report prepared by theMicrobiology department is shared with the hospi-
tal management and a copy of the report is sent to the state secretariat. This information
is currently not actively utilized by the hospital to potentially inform them of the resis-
tance profile of the hospital and prepare an infection control and hospital antibiotics
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policy. All departments in the hospital receive an aggregated report about the resistance
profiles of the patients in their department. However, because of data quality challenges,
the report cannot present an accurate picture right now. The reports are currently not
shared with the Infection Control Committee at the hospital or the state authorities who
are responsible for designing interventions to mitigate the threat of infections.

5 Case analysis and Discussion

5.1 Institutional Work Done

In this section, we discuss information practices within an institutional work frame-
work to understand how these practices lead to creating, maintaining, and disrupting
institutions.

In the early phases of this process of implementation of the digital system, the
practices of sample collection and testing have not been in focus, but potentially can be
with the expanding of the scope of digitization. A summary of the institutional work done
by actors that are affected by the introduction of digital AMRmonitoring is summarized
in Table 4.

Table 4. Institutional work done by the stakeholders

Information practices Creating Maintaining Disrupting

Documentation (Manual
and Digital) of test results
at the microbiology Lab

(Defining) Allocating
responsibility to DEO
(Mimicry) Data entry app
interface similar to manual
register
(Educating) the DEO and
microbiology team to
generate reports

(Deterring) Authoritative
measures to deal with the
resistance of the DEO to
come to the lab for data entry
(Routinizing) Making the
process of data entry easier
for DEO by providing him a
sheet with a list of antibiotics
codes

(Disassociating moral
foundations) Provision of
daily reports as a motivation
to use the application

Information Use by
Microbiology
Department/Hospital
departments/management

(Educating) development of
automated reports based on
the microbiology team to
generate reports in their
required formats

(Routinizing) The hiring of
a new resource to enhance
the data quality, active
contact through weekly calls
(Policing) Regular audit and
monitoring of the quality
(Valorizing) Recognition of
the work done by the
microbiology lab at the
workshop

In the information practice of sample collection, indexing, and its transfer from
OPDs, IPDs, and ED, there was maintaining or enabling work taking place of the
existing manual work before the digital intervention was initiated. Similar was the case
with the practices around the testing practice, which largely remained untouched.

Within the practice of documentation (manual and digital) of test results at the
microbiology lab, there was creating work done by defining roles and allocation of
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responsibilities for the DEO at the microbiology lab to initiate data entry work. The
technical team was engaged with educating him regularly to carry out the task of data
entry seamlessly, which was designed withmimicry as a guideline by designing the data
entry screens like themanual registers.Maintainingworkwas done through authoritative
measures of deterring the DEO from not coming for work every day. Routinizing of the
practicewas done throughproviding job aids such as sticking a sheetwith antibiotic codes
and names on the wall next to DEO’s desk. Disrupting work included disassociating
moral foundations by replacing the DEO by hiring a new operator directly by the
technical team to have greater control over his everyday work. This strengthened the
motivation of the microbiologists to use the digital application. The manual work of
entering the test results in the registers continued as before in parallel.

While the practice of sharing test results with patients and physicians is currently
carried out as before, a new potential is being created to do so. This would represent
a disruption of existing practices where these results currently don’t return to patients,
and not always to the physicians. Within the practice of information used by the
microbiology department, hospital departments, and management, creating work
is being done by the technical team through educating the microbiology team who have
now started to demand new reports. Maintaining work was done by the technical team
keeping regular contact with themicrobiology team throughWhatsApp andweekly calls
that helped in faster resolution of issues encountered. Disrupting work was through the
new data entry operator who initiated a new practice of checking the quality of the digital
data by identifying the missing fields in the indent form, such as the name of antibiotics
prescribed or the patient diagnosis.Disassociation ofmoral boundaries is taking place
is taking place with the data quality gaps being made visible to the microbiologists,
something which was invisible earlier. Maintaining work by routinizing this practice
was done by keeping daily data quality checks on the data entry done by DEO. The
microbiology staff was continuously motivated by valorizing and recognizing the work
done with their contribution to the development of the digital application for AMR
monitoring, exemplified by the presentation made by the microbiologists in a workshop
where they proudly described their achievements to other nearby hospitals, who were
also motivated to introduce a similar application in their labs.

5.2 Institutional Work Needed to Routinize Digital AMRMonitoring

Advocacy and defining of budgets, resources & responsibilities to establish the practice
of using the digital AMR monitoring application. As the system expands and more data
needs to be entered, the data entry support needs to be necessarily strengthened. Fur-
thermore, the data entry person can play an enhanced role in not only doing data entry
but in improving data quality and expanding the circulation of data within the hospital.
Enabling work, defining rules, and regular policing to legitimize the technology in the
norms and belief systemof the stakeholders. New systems need to be developed to extend
the technology beyond the microbiology lab such as in the sample collection unit etc.
by improving the process of sample indexing and transfer and improving coordination
between the sample collection and testing functions [36]. Disassociating moral foun-
dations to institutionalize the use of the digital system and the reports by the physicians
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to make treatment plans for patients, the state, and hospital management to make policy
decisions to fight AMR.

In summary,wehavedescribed institutionalwork to enable practices of data entry and
information use, which are fundamental to the operations of the digital AMRmonitoring
application. While some of the measures can be seen to support existing work currently
touched by the digital intervention, others are needed to enable the expansion of the
interventions in terms of other facilities and the functionalities of the applications.

6 Conclusion

The paper has emphasized the important responsibility of IS research to engage with the
expanding and urgent challenge of AMR facing the world, particularly in the context
of LMICs. A key role of IS research is in guiding the implementation of AMR digital
interventions, drawing upon learnings from other implementation studies, but adapting
and expanding to the specific context of AMR in public settings in an LMIC context.
Key learning which we have drawn upon is the practice-based approach, which we
have supplemented with an understanding of how these contribute to the construction
of institutional work.
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Abstract. Digital platforms are vehicles to transform socio-economic activities
leading to growth, innovation, interconnectedness and collaboration. Such plat-
forms are keenly needed in low resource setting countries where developmental
agenda is at the forefront of institutions. Often, such platforms originate in the
global north and travel to south facing heterogeneous contexts and institutional
logics which at times are conflicting. As a result, literature advises for context
aware and homegrown solutions to fit into local realities. However, this paper
documents how homegrown solutions also face conflicting institutional logics
and their inability to adapt leads to failures. Emphasizing on global digital plat-
forms, the paper investigates how they navigate conflicting institutional logics and
realize their developmental potential. The paper argues digital platform’s inherent
constraint and affordance plays a central role in inscribing and accommodating
multiple institutional logics. The paper is based on a case study of DHIS2 used as
health management information system in Ethiopia.
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1 Introduction

Digital platforms are strongly regarded as vehicles to transformsocio-economic activities
leading to growth, innovation, interconnectedness and collaboration [1–3]. However,
despite such a promising potential for the global south, focus has beenmore on the global
north leading to a dearth of research on the global south [4]. Recognizing the shortage,
research makes an explicit call for IS research that contributes to the developmental
potential of digital platforms in the global south [5]. This paper attempts to respond to
this call by exploring the link between platforms and institutional logics drawing from
empirical material observed in global south health management information system
(HMIS) digital platform implementation initiative.
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Investigating digital platforms goes beyond the classic case of information system
study in an organization. Digital platforms operate beyond the boundary of a single
organization as they are inherently dynamic and transcend heterogeneous institutional
logic. Various IS researchers showed how multiple stakeholders’ institutional logics
within a platform ecosystem compete, dominant or co-exist [6, 7].

Masiero and Nicholson [4] identify market-centered and human-centered compet-
ing logics that underpin digital platforms. They further emphasize prioritizing human-
centered logics to realize the developmental potential of digital platforms. However,
despite a focus on human-centered logics, the reality that most of the platforms promi-
nent in the ICT4D discourse originate from the North and continue to travel across many
countries in the south brings a challenge of navigating multiple logics of these countries,
including the platform creator ones. This paper aims to discuss how digital platforms
play a role in managing completing logics through time.

There are two types of digital platforms – transactional platforms mostly focused on
market-oriented exchange business logic and innovation platforms that provide bound-
ary resources for others to innovate apps [5, 8]. In this paper we focus on innovation type
digital platforms with developmental impact. These are platforms designed to facilitate
locally situated value creation by third party actors. The innovation platform provides
stable core functionalities and associated boundary resources such as APIs and technical
documentations that local users, governments, development partners and other institu-
tions can consume to rapidly develop and deploy locally relevant context aware apps [9,
10]. The advantage with innovation platforms is that they have done the heavy lifting
by providing ready to consume boundary resources where local actors are relieved from
dealing with complex technical materiality [11].

However, materializing the developmental impact of innovation digital platforms in
the global south is met with locally situated institutional logics that need to be inscribed
in the platform to ensure platform sustainability across time and space. Acknowledg-
ing the inherent nature of platforms to live through heterogeneous institutions, the paper
aims to answer the following research question: how do innovation digital platforms nav-
igate competing institutional logics and sustain through time? Answering this research
question, arguably, provides a significant contribution to our understanding on the devel-
opmental role of digital platforms in the global south to navigate and inscribe multiple
institutional logics in systems.

The empirical material informing this paper is a longitudinal study of a particu-
lar digital platform called DHIS2. DHIS2 is a web-based free and open-source health
management information system developed by the University of Oslo (UiO), Norway.
It is considered as a global public good digital platform currently in use by more than
70 countries in the global south including by the Government of Ethiopia. Before the
empirical material, a discussion of foundational theoretical framework is presented. Fol-
lowing the theoretical framework, methodology, case description and analysis are pre-
sented. Finally, a concluding section, containing discussions of theoretical and practical
contributions, is presented.
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2 Theoretical Framework: Institutional Logic

Institutional logic is a perspective that has received much attention in IS to analyze the
interrelationships among institutions, individuals, and organizations in social systems
[12]. Friedland and Alford [13] discuss the presence of multiple institutional orders in
a society with a certain logic. Institutional logic refers to a set of material practices
and symbolic constructions which constitutes its organizing principles, assumptions,
identities, and domain dimensions which is available to organizations and individuals to
elaborate on [6]. Field actors then use institutional logic as the organizing principles to
select technologies, authorize actors and specify criteria for effectiveness and efficiency
[14, 15].

Institutional logics are never homogeneous in an organization where multiple logics
can be found in play simultaneously [13]. Institutionally pluralistic organizations are
not passive agents but navigate and maintain contradictory logics. Thus, heterogeneous
actorsmay drawon different logics and exercise their power to influence decisionmaking
processes [16]. Logics can complement and compete [17]. Cooperative logics support
each other either through facilitative or additive [17] whereas competitive logics con-
tribute to institutional contradictions which result in change or new account of activities
in the organization field [12]. Institutional change is often associated with a change of
the dominant institutional logic for the field [18, 19]. Once institutional logic becomes
dominant, its solutions and issues get the managers attention to influence organizational
decisions [20].

Scholars put forward different mechanisms of consolidating divergent institutional
logic to bring about institutional change thereby facilitating institutionalization of new
logics. For example [12, 21] point out structural overlap, event or temporal sequencing,
institutional entrepreneurs and competing institutional logic as mechanisms of insti-
tutionalization. Scott [22] on the other hand, outlines three mechanisms– increasing
returns, objectification and commitments. While increasing returns emphasizes rein-
forcement of existing institutions and benefits of economies of scale, increasing objec-
tification accounts for the social construction of reality in objectifying and habituating
shared beliefs. Themain point in objectification is the interplay of actors. Actors interact-
ing together formmental representations of eachother’s actions that are represented in the
form of routines, documents, software tools and best practices. Mechanism of commit-
ment distances itself from the economic gains, for example incentives, and investigates
logics that provide commitments. This mechanism emphasizes the role of identity (who
am I?) and appropriateness (what is the appropriate way to behave in this situation?).

Thus, the institutional logic concept enables us to understand aspects of complex-
ity such as multiplicity, heterogeneity, coexistence of different logics [12, 14, 23]. Scott
[19] identifies three major elements of institutions, where logics are drawn from- regula-
tive, normative, cultural cognitive. Regulative institutions emphasize explicit regulatory
processes (e.g. laws, rules and sanctions) that constrain or enable human behavior. Nor-
mative institutions refer to organizational or societal norms and values that are seen
appropriate for a certain social order and they are invisible. The cultural-cognitive refers
to the frames through which individuals perceive objects and activities and how those
cultural-cognitive elements shape decisions that bring about institutional change. When
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applied to technological studies, there is a technological element [24] that creates insti-
tutional contradictions and breaks down persistent institutions incrementally or sustains
the already existing institutions. Particularly, the inherent nature of digital platforms to
live through heterogeneous institutions suits to apply the concept of institutional logic
for the case.

However, most of the information systems literature rarely addresses the material
dimensions of institutional logics by emphasizing on how various institutional logics
influence human attitudes and engage human behavior [25, 26]. Technology’s inherent
affordances and constraints can give the agentic behavior for technology [27]. In the
institutional logics perspective, material agency can be expressed through the inscription
of institutional logics into technological artifacts serving as carriers for these logics. The
role of technology in institutional logic studies is often passive, and scantily addresses
the material agency of the technology [28]. More specifically, there is a lack of an
explicit study that shows how digital platforms navigate competing institutional logics
and sustain themselves through time. This paper is aimed at filling this knowledge gap
by analyzing how the affordances and constraints of digital platforms accommodate
multiple institutional logics underlying the DHIS2 implementation. It also shows the
tradeoff that is made and technical debt this approach incurred.

3 Research Approach

This paper is developed as part of the Health Information System Program (HISP) lon-
gitudinal action research on HMIS in developing countries [29]. It is an interpretive case
study of ‘involved researchers’ [30] that explores the history of DHIS implementation
in Ethiopia.

The authors have played a central role in the development, customization, and imple-
mentation since 2003 in various capacities. While two of the authors were active par-
ticipants in the customization, implementation and research as full-time employees and
master students in the period 2003–2007, one of the authors has been working as a core
developer and researcher since 2007. Two of the authors participated in reintroducing
DHIS2 to MOH in 2015. Since 2015, the core developer has been working in close
collaboration with Ethiopia’s Federal Ministry of Health (FMoH) to incorporate their
requirements technically and organizationally.

Data for this paper were chiefly generated as part of our action research engagement,
which was complemented by few interviews and document reviews. Particularly, the
period 2007–2015 was covered using data from interviews and document reviews. We
used 6 interviews that were collected prior to this study, and we conducted one more
with a key informant during the write up of this paper. Documents that were reviewed
include strategy documents, assessment results, and PhD and Master theses.

Data were analyzed deductively [31] by applying the institutional logic concept
on the case description. To do that we first identified opposing logics throughout the
history of DHIS2 in Ethiopia. We then discussed the implication to institutional change
(institutionalization).
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4 Case Description: DHIS2 Navigating Conflicting Logics
in Ethiopia

DHIS2 is a free and open-source Health Management Information System (HMIS) plat-
form first released in 2006 by UiO. However, its earlier versions of 1.3 and 1.4 were
operational since 1994. These earlier versions - collectively referred as DHIS - were first
introduced to Ethiopia in 2003. Following its Scandinavian tradition of participatory
design, UiO established a local in-country team called HISP-Ethiopia. The primary task
of the team was to support local customizations, implementations, training, and related
capacity building activities. To conduct these activities, HISP-Ethiopia signed a mem-
orandum of understanding (MoU) with five Regional Health Bureaus of Ethiopia and
one administration city (i.e., Oromia, Amhara, Tigray, Benishangul-Gumuz, and Addis
Ababa) from 2003–2004. These five regions became DHIS pilot sites from 2004–2007.

Ultimately, the HMIS software was implemented in all public health institutions of
the Addis Ababa Health Bureau to capture and report routine health information to a
higher level. The remaining four regions were at different stages of customization and
implementation activities. However, the FMoH criticized fragmented regional efforts
and launched a national harmonized HMIS activity following a principle called “One
Plan, One Report and One Budget” [32]. The ministry invited development partners to
realize the centralized national endeavor. Threemajor systems used at that time, Tigray e-
HMIS, SNNPR (Southern Nations Nationalities and People Region) e-HMIS and DHIS
were evaluated by the National Advisory Committee (NAC) of FMoH. Towards the
end of 2007, the NAC announced the rejection of DHIS due to lack of local capacity,
mismatch between functionalities and needs as well as technical failures.

After DHIS was abandoned in 2007, the FMoHmandated John Snow, Inc., (JSI) and
Tulane University Technical Assistant Project in Ethiopia (TUTAPE) to review, design
and implement a new HMIS system. In the end both JSI and TUTAPE developed and
rolled out their own brand-new local systems. JSI took the SNNPR while TUTAPE took
the rest of the country. These two systems were in use in their respective regions till the
end of 2017.

For about a decade, both systems have had the chance to roll out their organizational
structures, human resources, work practices and system functionalities. However, for
several reasons these systems were far from perfect in the eyes of FMoH users. Some of
the problems raised were the FMoH never achieved a harmonized HMIS that it requested
back in 2007 when DHIS was abandoned. The FMoH also couldn’t achieve the local
capacity to own the systems as they were reliant on JSI and TUTAPE staff. There were
several complaints how the FMoHwas sidelinedwhen it comes to the technical matters –
for example FMoH users asking for JSI and TUTAPE staff to provide them username
and password to access the systems; Health Information Technology Directorate (HITD)
staff not getting access to the source codes to make minor adjustments to mention a few.
In addition, the standalone nature of the e-HMIS systems was not appreciated by FMoH.
An informant pointed out these issues as:

“One of the criteria was, web-based and the systems we had were desktop based.
That was the biggest gap between the criteria and the implemented system-
s……based on the criteria the systems lost big scores as they were not web based.
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The health workers need to transfer files using flash. When the frequency of data
exchange is often, for example for PHEM data, it means exchange of flash weekly.
The situation was not forward looking we identified this as the biggest gap at that
point”

These and other problems pushed the FMoH to evaluate existing systems and look
for solutions or alternatives. One solution tried was acquiring a third integrator system
that can generate national level reports from the two systems. However, this also became
problematic – first it was expensive and cumbersome to maintain the system, second it
forced FMoH users to rely on others to generate reports out of the data they collected.

While both systemswere in use, FMoHshowed interest inDHIS2andcontactedHISP
UiO.HISPUiOwashappy to see the interest after a decade andquickly assigned twoof its
staff – both Ethiopians but based inOslo – to follow thematter. These individuals traveled
to Addis to meet FMoH officials and discuss the way forward including establishing
a local team and MoU based collaborations like it was before pre-2007. The FMoH
rejected the idea saying we want to evaluate DHIS2 and try it for ourselves first without
any bias from external stakeholders. The Ministry used JSI and TUTAPE experience
as a reference. One of our informants described the extent of the partner organization
dominance as:

“In previous e-HMIS let alone the source code, even the IT department does not
have a password to change the username....” Former directorate, MOH.

The other informants echoed the partner organization dominance as follows

“...We asked the partner organizations to hand over the source code...one delivered
after the deadline...the other didn’t ...”

These excerpts revealed how much managers were frustrated with the dominance of
partner organizations in previous e-HMIS implementations.

However, the problem with this was, the FMoH has no local capacity to do the
assessment on DHIS2. Though not an ideal scenario, HISP UiO accepted the FMoH’s
request and even hired onemore local staff to assist on the configuration, testing, training
and piloting activities needed for the evaluation. The UiO-hired staff became part of the
FMoH team. The team then made the assessment across a number of categories and
presented a thorough report to the NAC. The final assessment report ranked DHIS2 with
a weighted score of 96.4, JSI’s system 72.7 and TUTAPE’s 62.3 out of 100.

Once the assessment report was reviewed by the NAC and high-level decision mak-
ers of the FMoH, a decision was made for TUTAPE’s and JSI’s systems to be replaced
by DHIS2 throughout the entire country. To facilitate the transition to DHIS2, the FMoH
management established three committees – Steering Committee (SC), Core Customiza-
tion Team (CCT) and TechnicalWorkingGroup (TWG). The SCwas chaired by the state
minister which showed the emphasis and urgency given to the task.

Though DHIS2 was given a high score during the evaluation, there was some resis-
tance from users especially on features that they found useful in the old systems but
not available in DHIS2. From a usability perspective, features available in DHIS2 were
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ranked higher. However, because of the tendency to resist changes and the level of learn-
ing effort needed on the new system users brought strong resistance. For example, one
of the requests was:

“... we used to see target data sets separately during data entry. Now both target
and routine data sets come in the same app. These shouldn’t be mixed as they are
used by different users and departments”

The CCT and TWG tried to clarify by saying,

“... yes they appear on the same app because both are about data entry. You can
also select whether to enter for targets or routines. It is also possible to control
which user can see and enter which of the data sets”.

This, however, was not a satisfactory answer to users. Another request asked by users
was “in the old system we used to generate reports in the same format as data entry”.
The CCT and TWG tried to clarify by saying “data in should not be the same as data
out. Once data is captured, you can use DHIS2’s pivot table to generate reports in the
format you want”. This too was not convincing to the users. Several such demands put
a strong pressure on the CCT and TWG teams that they needed to find a solution before
the SC was swayed back to the old systems.

These demands required a considerable amount of extension to DHIS2 through sys-
tem design and development. For fear of lack of capacity, the local team again requested
the FMoH to contact UiO for official support and get into some form of MoU but again
rejected. The team even got an ultimatum that they need to support the ministry as
Ethiopian and technical individuals, not as a UiO staff. The team understood FMoH’s
position that given the amount of influence of the old systems for so many years, it won’t
be easy for FMoH to be seen siding with UiO.

However, despite the rejection the local team convinced UiO to hire additional staff
arguing there is a good potential for DHIS2 to be adopted as a national system. UiO
agreed and hired the fourth team member to work on the technical tasks. One of the
HISP Ethiopia members, also part of DHIS2’s global core team, got heavily involved in
the required design and development tasks. This helped the team to develop all features
requested by users – for example creating three data entry apps dedicated for target
setting, routine reporting and disaggregated disease reporting; creating a report app
based on data entry template; extending DHIS2 for Ethiopian calendar; and supporting
on-the-fly data validation tomention a few.These extensionsweremade possible because
of DHIS2’s core platform, web API and pluggable web app design logic.

The team was also able to extend DHIS2 for practices that are in complete opposite
to established practices of UiO and HISP – especially on the need to collect minimum vs
maximum data sets. For example, one of themonthly excel templates has about 800 rows
to be filled. At the time of converting the template to DHIS2 form, HISP UiO experts
advised for revising the form and focus only on minimum actionable data points. But
the FMoH rejected the advice and ordered for all the data points to be included and
made mandatory so that the form won’t be considered complete and acceptable if a
single data point is left blank. The technical team went outside their established logic
and redesigned DHIS2 as per the FMoH needs. However, soon after users started data
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entry, the mandatory logic created a problem - because users have no data on many
of the rows, but the form asks them to put something. Instead of reducing the form to
only available dataset, the Ministry asked for a solution of bulk inserting zero values for
those data points users have no information. With no way out of the disagreement, the
team implemented the solution as per the request but tried to argue using some statistics
where more than 70% of the collected data has zero values. But the ministry insisted on
collecting maximum data despite being zero.

These developments were big achievements that convinced users that DHIS2 is a
good system for them. Users also took this opportunity to ask the local team to develop
additional features that were not part of TUTAPE’s and JSI’s systems. The team devel-
oped as requested. Some of them – for example aggregation type and data set report –
were even found to be useful for other countries and adopted into the global DHIS2 nu
HISP UiO.

Equally important to the development task was metadata configuration and training
that were again spearheaded by the local team. The training and hands-on metadata
configuration enabled FMoH users to make configurations as they see fit, decide what
to collect and generate reports as per their needs. Finally, DHIS2 was adopted as a
national HMIS by the end of 2017. It got rolled out across the country both as an online
(where there is internet connectivity) and offline (where there is no connectivity) system.
Since then, more than 6000 users were trained, close to 300 million records of data were
collected by more than 35,000 organizations throughout the country. It was a big success
to see such figures. For FMoH, it gave an opportunity to give official recognition and
legitimacy to UiO, HISP Ethiopia team and the DHIS2 platform. For UiO, seeing DHIS2
as a national system was a big success and motivation to support the FMoH more. In
2019, two FMoH staff were invited to Oslo to attend the annual DHIS2 conference
where users are allowed to gather and establish a network, share experience, present
their achievements and challenges as well as vote on features that need to be included
in the upcoming DHIS2 milestones and releases.

The 2020 COVID crisis was also another opportunity for the FMoH to give more
recognition to the HISP Ethiopia team and UiO. When the crisis hit, few at the Ministry
had the idea of how to manage data collection, notification, tracking and reporting
challenges needed to contain the outbreak. Many DHIS2 using countries were able
to respond quickly by using the DHIS2 tracker module and COVID-19 surveillance
packages developed by HISP UiO. The HISP Ethiopia team adopted the packages by
making the necessary localizations. The team even developed four additional apps that
assist on bulk importing, SMS notification, certificate generation and validation. FMoH
wouldn’t have been able to achieve these without the support of UiO and its HISP team
in Ethiopia. This convinced FMoH to get into official recognition by signing the long-
resisted MoU. The MoU was signed by the state minister on March 09, 2021. Currently
the FMoH and UiO are in conversation to develop a joint project by outlining a scope of
work that needs to be conducted for the FMoH to upgrade itsDHIS2 to the latest versions.
The following table summarizes the major events and key stakeholders involved in the
HMIS digitization of Ethiopia (Table 1).
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Table 1. Major events and stakeholders in digitizing the HMIS of Ethiopia

Period 2003–2007 2008–2014 2015–

Stakeholder HISP/UiO, JSI TUTAPE, JSI HISP/UiO, JSI

Major events Customization and
implementation of DHIS
1.3 & 1.4 in five regions
DHIS2 presented as a
national solution
JSI had own system in
one region

e-HMIS was developed
locally and implemented
at a national level
JSI had own system in
one region

DHIS2 customized and
implemented nationally
in collaboration with JSI

5 Analysis and Discussion

Institutional logics are rarely homogeneous; within an organization, multiple logics may
be simultaneously in play, contributing to institutional contradictions that bring change
in the field [13]. Similarly, the story of DHIS2 in Ethiopia shows several conflicts that
the local team, FMoH decision makers, HISP UiO management and DHIS2’s material
affordance were able to collectively navigate for a successful outcome. It shows the
importance of overcoming “design-reality gap” and skillfully accommodating what is
required in specific local situations even if what is needed is outside one’s established
logic.

Throughout the history of DHIS2 implementation, heterogeneous institutional logics
were found to compete and at times collaborate [17]. Of these, the policy plan logic based
on the one plan, one report and one budget principle was the dominant one.

From the early story of DHIS2 – versions 1.3 and 1.4 – it was evident how its
materiality andflexibilitywere relativelyweaker to accommodate the needs of theFMoH.
There was a gap along the technical, managerial and policy level, especially with regards
to the one plan, one report and one budget institutional logic. Being a system developed
in the North and taken to the South, one would also expect a mismatch and conflict of
institutional logics [33]. Failure to accommodate the dominant institutional logic led to
outright rejection.

JSI and TUTAPE systems, though developed in-house from scratch, were also
rejected for their failure to accommodate emerging logics. This shows, the issue is
not really whether a system goes from North to South, rather flexibility and material
affordance to accommodate emerging logics. These logics are not just technical, but
also organizational. For example, not granting FMoH user’s full access to the national
HMIS system is not technical but managerial that gave TUTAPE more control. System
administrators from TUTAPE, not FMoH, had full control on who could use and oper-
ate the system. There were also other situations, for example FMoH users not able to
generate their own reports but rely on others and HITD technical staff not getting access
to the source code to make some adjustments as seen fit by the FMoH. These instances
show the temporal nature of institutional logic and that once dominant logic could be
secondary or unimportant at other times.
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To overcome dominance of partner organizations experienced in the locally devel-
oped e-HMIS solutions, the policy plan logic emphasized on “use in-house IT capacity”
to DHIS2 customization. This “use in-house IT capacity” for design aimed to put FMoH
on the driver’s seat. On the other hand, the decision didn’t allow for having formal
relations with HISP through establishing the HISP-Ethiopia team. This has limited the
number of HISP staff required to support the implementation. From the HISP perspec-
tive, this was not about dominating but following the Scandinavian tradition of partic-
ipatory design. Here the policy plan logic clashes with DHIS2 logic which often uses
global-local DHIS2 experts’ collaboration to satisfy the countries’ local requirement.

Institutional logic contradiction is not always resolved but sometimes it needs to be
acknowledged [34]. HISP didn’t argue but quickly recognized the position of FMoH
and accommodated the ministry’s logic and went ahead without establishing local HISP
Ethiopia team and MoU. As a result, the technical team with limited local HISP staff
had been soon challenged by the lack of DHIS2 competence mainly regarding code
level customization that directed to include few more HISP members informally that
enabled them to address the ministry’s unique. With these informal relations with HISP
enabled to address the current need of DHIS2 competence to implement DHIS2 and
alleviated the MOH dominance concern. On the same vein, HISP has got an opportunity
to implement DHIS2 in Ethiopia and gained recognition from the sector.

Another important aspect of DHIS2’s materiality was its affordance to inscribe con-
flicting logics. DHIS2 is designed along the assumption of minimum dataset and single
flexible app per functionality. However, for the system to be acceptable by FMoH users
and be useful in their work practice, the local team had to go outside the DHIS2 logic
and redesign DHIS2 based on the maximum dataset and multiple distinct apps for a sin-
gle functionality as seen for target setting, routine reporting and disaggregated disease
registration. Here, HISP accommodated the policy plan logic, maximum data set, and
inscribed in DHIS2 to satisfy users that contradicted with DHIS2 logic assumption.

Following the widely use of the routine DHIS2 which was configured according to
the logic of policy and plan, health experts had begun complaining for the inadequacy of
DHIS2 to address their specific and detailed information needs. Health experts required,
health program specific detailed and/or case-based information to monitor, plan and
evaluate the performance of the health service for their respective health programs.
Thus, they forwarded their information need to CCT as well as to the HISP staff to be
inscribed in DHIS2. Given to DHIS2’s flexibility and affordance feature, the CCT team,
whowere convinced with the importance of health expert information needs, enacted the
health expert logic. The health experts’ information needs such as PHEM and covid19
were addressed in DHIS2.

Furthermore, DHIS2 has given users absolute control of what to collect and report in
the format theyneededwithout relyingonother actors.Health experts appreciated the fact
that they could generate their own reports andperformanalysis inDHIS2without needing
assistance from external stakeholders. Thus, DHIS2 became the collaboration logic to
bring both the health experts and the policy experts into one to produce standardized
program specific DHIS2.

In addition to this, partner organizations, who often worked in specific health pro-
grams expressed their interest to develop data quality apps. Accordingly, various data
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quality apps such as score card, bottle neck analysis had been developed and deployed
with DHIS2 platform. Exploiting the affordability of DHIS2 and the commitment of
HISP staff, several apps were developed and deployed in the sector. Ultimately, address-
ing the major actors’ logics underpinned in DHIS2 implementation due to the afford-
ability and flexible feature of DHIS2 and HISP staff commitment. This has convinced
MOH to establish formal relations with HISP UiO to be able to address the emergent
health sector needs.

In general, the study revealed how DHIS2’s material and organizational affordance
has facilitated institutions to navigate and enact multiple logics through time. This was
observed during the (re)design, customization and implementation of DHIS2 as well
as its sustainability in the country. The case analysis shows how different mechanisms
were used to bring about the sought institutional change in the e-HMIS landscape of
the country. Particularly, mechanisms of commitment [22] and managing competing
institutional logics through time [12, 21] were heavily drawn upon to reintroduce and
sustain DHIS2 in Ethiopia. However, these mechanisms would not be sufficient without
a flexible platform.

Institutional change is often associated with a change of the dominant institutional
logic in the organizational field [35, 36]. On the contrary, our analysis shows how insti-
tutional change happened, while the dominant logic remains stable, experiencing minor
adjustments to accommodate health experts and DHIS2 logics.

6 Conclusions

There has been sufficient IS research that uses institutional logic as a concept to explore
the embedded exogenic forces that influence the implementation and use of IT based
innovations.However, there has been little focus on the role the platformplays to navigate
through heterogenous institutional logics. This paper shows how the flexibility of a
platform helps converge divergent logics through time and commitment. It contributes
to the little discussed fourth institutional element – IT as an institution.

Thepaper challenges the taken-for-granted assumption that institutional logic clashes
are particularly pertinent when technological innovations are translated from North to
South. It shows how a home-grown software that is coded from scratch, in the hope of
addressing contextual needs, failed for an innovation platform that is robust enough to
accommodate embedded and emerging logics. If innovation platforms are to achieve
their developmental goals, they need to acknowledge the presence of heterogeneous
institutional logics in the platform ecosystem and platforms need to be designed enabling
navigation through these logics.

While our study provided empirical and theoretical understanding on the role of the
platform in managing heterogeneous institutional logics, we noticed accommodating
institutional logic comes with an opportunity cost of accumulated digital debt. Further
research might be required to understand the link between institutional logic and digital
debt.

This study is limited to identifying the institutional logics of HIS implementation
in Ethiopia at macro level. Thus, the findings may not adequately reflect each case’s
micro level institutional logics contradictions. A more detailed longitudinal study of
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both cases would be relevant to unravel implementations’ challenges at various stages
of implementations due to the dynamic and complex nature of the health sector.
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Abstract. Implementation of digital health in low- and middle-income countries
is susceptible to influences of several institutional dynamics, through interactions
of technological artefacts, political and other environmental conditions. These
dynamics may lead to contradictions, not always obvious nor easily acknowl-
edgeable. History can be valuable to understand and pursue explanations around
why and how a technology gets adopted and institutionalized or not in particular
settings. This study is part of a project focusing on a longitudinal case, where his-
tory is reconstructed over twenty years, in three phases: introducing digital health
in post conflictMozambique (2000–2007), disruption of initial efforts to introduce
District Health Information Systems (DHIS) platform (2008–2014) and, adoption
and scaling up of DHIS2 nationally (2015–2021). For the purposes of this paper,
we conduct analysis to the initial period, with institutionalist lenses, aiming to
identify the set of contradictions raised within the context of study and discuss
implications for the future.

Keywords: Historical reconstruction · Institutional dynamics · Institutional
change · Institutional contradictions

1 Introduction

Studies around the implementation of Information Systems (IS) continue to gain interest,
with several authors focusing on IS in low- and middle-income countries (LMICs) [30,
49], including stories of failures [22, 64] and successes [2, 31, 49]. While most studies
have focused on stories over the short term [2, 31, 63], a limited number of them have
focused on long term implementations, spanning more than thirty years [5, 59, 62]. A
common analytical focus is on the implementation dynamics and their ongoing impli-
cations. In turn, a historical analysis provides the potential to investigate large amounts
of existing data, to discern underlying patterns and how they change over time [12].

History provides a valuable tool to reconstruct processes, which helps to explain con-
temporary occurrences [12] and “allows one to look to the past as a source of alternatives
for the future” [23]. Such an analysis helps “provide answers to institutional questions”
[23], drawing upon the lens of institutional theory. Several concepts and methods inher-
ited by this theory have been developed along the years and are increasingly being used

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
Y. Zheng et al. (Eds.): ICT4D 2022, IFIP AICT 657, pp. 120–143, 2022.
https://doi.org/10.1007/978-3-031-19429-0_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-19429-0_8&domain=pdf
http://orcid.org/0000-0002-6907-4054
http://orcid.org/0000-0002-4374-9551
https://doi.org/10.1007/978-3-031-19429-0_8


Introducing Digital Health in Post Conflict Mozambique 121

in research. Concepts such path dependency and historical frameworks have been used
to explore evolutionary trajectories and unveil patterns embedded in institutional change
phenomena [58].

In this paper, we pursue building a historical understanding of the processes of
change around the introduction of digital health systems in post conflict Mozambique.
We reconstruct the history around the introduction of the technological artefact DHIS
(District Health Information Software) around its initial implementation over the period
2000–2007, within the framework of a global Health Information System Programme
(HISP) R&D initiative, coordinated by the University of Oslo (UiO) in Norway. The
specific research question to address is: “how institutional dynamics raise contradictions
during IS implementation and what are the unfolding implications?”. In the next section
we introduce some related literature, followed by themethods section. The case study and
analysis are presented in Sects. 4 and 5 respectively. Finally, we discuss key contributions
and conclusions.

2 Related Works

Institutional theory has its origins from the 1950s, and has drawn from multiple disci-
plines of economics, political science, sociology, and organization theory [26, 48, 53,
60]. The more recent history includes the development of a new institutionalism, and
the emergence of other debates focusing on institutional change, institutional logics
and contradictions [26, 60, 65], which provides the basis for the theoretical approach
adopted in this paper.

Studies using Institutional theory has been applied in amultidisciplinary basis across
domains of such education, health, commerce, markets, among others, either in com-
mercial or public domains, [5, 34, 51, 61]. Within IS, scholars have used this theory to
examine several phenomena around the processes of adoption and institutionalization
[57], institutional change [5, 46, 47, 49, 62], institutional logics [4, 17, 50], institu-
tional contradictions [44, 52, 56], institutional work [51]. Various concepts have guided
these analysis including institutions, institutionalization, actor, social action, processes,
time, context, behavior, patterns, values, meanings, logics, culture, power, political and
economic situations, conflicts [23, 26, 43, 54, 65], among others. These are perceived,
interpreted, and defined differently in accordance with the perspective adopted.

The concept institution is central, representing a social order or pattern that has
attained a certain state or property; and institutionalization “denotes the process of such
attainment” [26]. In the literature this concept has been used interchangeably with the
term ‘organization’, which despite being related are different. The concept of organiza-
tion refers to a group of individuals, gathered under the same designation and with same
purposes [32]. Whereas the concept of institution reaches a broader scope. Thornton
and Ocasio [60] describe institutions as “supraorganizational patterns of activity” that
follow a specific order within the society, viewed as an “inter-institutional system” [60].
Avgerou [5] suggests that information technology innovations and organizational prac-
tices may be considered institutions, as both possess own mechanisms and legitimate
elements, although at different institutionalization stages.

Thornton et al. [61] presents the concept of institutional logic as “the socially
constructed, historical patterns of cultural symbols and material practices, including
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assumptions, values, and beliefs, by which individuals and organizations provide mean-
ing to their daily activity, organize time and space, and reproduce their lives and expe-
riences”. This brings together three complementary and essential dimensions of institu-
tions, namely: structural (coercive), normative and symbolic (cognitive), which enable
further understanding on how their logics operate [60].

According to Thornton and Ocasio [60], a better understanding of the societal phe-
nomena is attained by exploring the interrelations between its different constituents. They
conceptualize society as a multilevel inter-institutional system based in three intercon-
nected levels: “individuals competing and negotiating, organizations in conflict and
coordination, and institutions in contradiction and interdependency” [60]. Suggesting
that, while individual behavior and organizational dynamics are influenced by specific
logics inherited by the institutions in place, the latter is social constructed by the inter-
play of actions from the first two levels. Furthermore, within this process, institutional
logics in contradiction may resist to change or cause institutional changes to occur
[55].

In turn, Schreyögg and Sydow [52] highlights the importance of looking to the
overall phenomena over time. These authors refer to the concept of path dependency
and the argument behind it, which states that past events exert significant influence on
future actions and decision-making. And, considering the hard nature of the institutions,
this also applies to explain why and how institutions resist or even change, in specific
conditions [52].

Although existing institutions may change over time [33] it does not occur in only
one direction [65]. Jepperson [26] presents four distinct types of institutional change.
He posits these types of changes in terms of transitions in between stages, triggered by
particular conditioning designated as contradictions. Suggesting that these conditions
can be raised by the environment where these institutions play a role, result from the
interplay of different institutions or even arise after basic social actions. In this sense,
according to [26]:

• “Institutional formation (or establishment) is an exit from social entropy, from
nonreproductive behavioural patterns, or from reproductive patterns based upon
‘action’”;

• “Institutional development (or elaboration) represents institutional continuation
rather than an exit – a change within an institutional form”;

• “Deinstitutionalization represents an exit from institutionalization, toward reproduc-
tion through recurrent action, or nonreproductive patterns, or social entropy”;

• “Reinstitutionalization represents an exit from one institutionalization, and entry into
another institutional form, organized around different principles or rules”.

For long, several scholars have been discussing the complexities around social
embeddedness [15, 26, 60]. To better understand this, Seo and Creed [55] proposes
the adoption of a dialectical perspective. They suggest a view of these interplay as
non-regular cycles, where multilevel institutionalization processes evolve over time,
when institutional arrangements in place are challenged, creating a historical context for
institutional change.
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Seo and Creed [55] conceptualize institutional contradictions as “various ruptures
and inconsistencies within and among institutionalized systems of meaning, forms of
organization, and logics of action”. They suggest that the rise and development of this
results from the “ongoing social construction of institutional arrangements” and the
challenges ascending from their legitimization processes, from internal and external
sources [38]. Some external factors include: introduction of new technologies, man-
agement innovations, changes in political policies, major political disturbances, social
reforms, economic crises or dislocations, and shifts in cultural beliefs and practices;
while internal factors are related with specific features defining the organization (“such
as organizational mission, structure, resources, operations, and social relations”) or argu-
ments and motives for “change/stability” within the organization [38], macro and micro
interdependencies, and the existence of multi-institutional systems that intersect and
overlap [53].

In turn, the interplay of multiple actors carrying own interests and objectives may
result in conflicts, interfering with the interventions in place [65]. Scholars also refer to
the potential intervention of individuals (institutional entrepreneurs) with both access
to resources and the intention to assemble collective actions enabling institutional change
[60]. This collective action, also designated as “praxis”, is considered an “essentialmedi-
ating mechanism” linking “institutional embeddedness, contradictions, and change”
[55].

Some scholars associate the sources of contradictions with legitimacy, adaptation,
intrainstitutional conformity, and isomorphism [15, 44, 55, 56]. Seo and Creed [55]
argues that this happens when “legitimacy undermines functional inefficiency”, “adap-
tation undermines adaptability, “intrainstitutional conformity creates interinstitutional
incompatibilities”, and “isomorphism conflicts with divergent interests”. While in the
midst of this challenges, Novalia et al. [44], suggest strategies andmechanisms to attempt
a mediation through interventions like: “short-term fixes, elimination, decoupling,
moderation, and forging durable identities and finding complementarities”.

Examples of these debates in the context of Low- and Middle-Income Countries
(LMICs) are described next from the perspective of six cases, fromAfrica, LatinAmerica
and Asia.

Piotti et al. [46] discusses institutional change in the context of ongoing reforms in
Mozambique. They argue that inflexibility in adaptations of formal rules to accommodate
informal constraints from the setting may limit the intended outcomes. In addition,
limited overlap between formal and informal dimensions of institutions in place may
suggest a need to enhance and enforce the mechanisms to enable changes in future
implementations.

While Hayes and Rajão [21] discuss the concept of contradictions, looking in par-
ticular to how competing institutional logics, emerging along the process of introduc-
ing a GIS system in Brazil’s Amazon region over time, contribute or not to achieve
a particular developmental goal. They establish a relation between design and use of
ICTs and emergence of conflicting logics, arguing that future implementations need
to consider historical events and context to anticipate and enable the potential of dig-
ital solutions. Wanderley and Soeiro [64] describe an unsuccessful implementation of
a Balanced Scorecard (BSC) system in an electricity company in Brazil, to explore the
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role of praxis in the processes of change. In turn, Volkow [62] uses a framework of
institutionalism to pursue understanding of institutional dynamics through a multilevel
approach. Suggesting that the social context may be better “visualized at a macro level”
by observing the interplay of “social institutions” and “at a micro level” through “human
actions”, where both levels are intrinsically connected.

Sahay et al. [49] uses the theory to explore institutional pressures constraining or
enabling the introduction of technological innovations, suggesting that values andmean-
ings underpinning the IT innovation “can influence its adoption and implementation con-
tributing to organizational change (or not)”. Nawab et al. [37], exploring their case in the
context of Pakistan, brings out the dilemma of the culture of silence, where people do not
engage on challenging or disagreement of others point of view. They suggest that this
context is not favourable to identify and resolve contradictions, and, while contradictions
may trigger “opportunities for organizational renewal”, they argue that “unrecognized
contradictions are opportunities lost”.

In the current study, we find support in these debates for several reasons. First, we
perceive the setting as an inter-institutional system, influenced by several institutional
orders. Secondly, we understand the importance to discuss these influences from differ-
ent perspectives in a multilevel context. Thirdly, we understand that historical develop-
ment of events and processes over the years create opportunities to explore institutional
dynamics, different contradictions in place and pursue insights around their implications
to the setting.

Along the study we also investigate the phenomena from the perspective of tech-
nology as an institution. One of the examples we take as a refence is a study conducted
in Mozambique by Nhampossa [42]. This author explores the concepts of technology
transfer and translation and draws his arguments around the pilot of DHIS within the
setting. Other studies taken, that explore the influences of technology to the emerg-
ing institutional dynamics in the same setting, include Chilundo [13], Mosse [35] and
Muquingue [36].

To conduct our study, we followed amethodology, as we describe in the next section,
and build our analysis around the concepts described previously. In our framework of
analysis, we consider: three historical contexts (moments), the processes and institu-
tional arrangements in place and the contradictions that emerged around them. Having
the institutionalization processes in mind, we attempt to explain how these institutional
contradictions arise during the period in study.

3 Methods

3.1 Data Collection

Thecurrent study is part of a longer-term research initiative of a process spanning20years
concerning Mozambique’s engagement with the introduction and implementation of
digital health systems. This study focuses on the first phase. This 20-year history is
interpretively reconstructed over 3 phases summarized in the Table 1 below.
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Table 1. Timeline of the Historical Reconstruction project

Digital health implementation in Mozambique: historical phases (2000–2021)

Phase 1: initiation
(2000–2007)

Phase 2: disruption
(2008–2014)

Phase 3: establishing continuity (2015–2021)

Health Information
Systems Project
(HISP) initiation

Disruption of HISP Adoption Scaling up Institutionalization
process

Data collection was done primarily between 2019–2021 to understand events that
had taken place during 1999 until 2007. Multiple sources of data were used, summarized
in the Table 2 below.

Table 2. Data collection sources

Research methods Data sources

Secondary data Research articles, 7 PhD and 4 Master thesis
Documentation from the MoH website and government archives

Interviews 1 Project Manager (HISP)
2 Former Project Manager (UEM and WCU)
7 Former PhD Students (UEM)
6 Former International Master Students (UiO-UEM)
1 Former consultant (MoH)
3 Former and 1 actual Executive staff (MoH)
2 Data Officers (DIS – MoH)
2 members from the external support team
1 Executive staff and 1 Data Manager from Provincial level
1 Medical Doctor from the setting

Field visit Selected districts in 5 provinces: Gaza, Inhambane, Niassa, Maputo
province and Maputo City

Observations Headquarters of the MoH (DIS)
3 Provincial Directorate of Health

1 Health facility at Provincial level
5 Health facilities at District level (near and distant from Districts
headquarters)
1 Program Officers Meeting (Province level)
1 Validation and 1 Statistical Meeting (District level)

Survey 20 Statisticians from the Nucleus of Statistics from District and
Province

3.2 Data Analysis Process

Data analysis followed a sequential process involving the following steps:
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1. Transcribing and organizing data collected:All data gathered was collated, trans-
lated (fromPortuguese toEnglish), transcribed and a data corpus [11]wasdeveloped
to enable analysis.

2. Data analysis through building themes: Both authors independently read the tran-
scribed data and identified themes [14]. These were then jointly discussed to develop
consensus around relevant themes for further analysis, which included: processes,
context, time, actors, social action, political and economic situations, conflicts,
power, values and meanings.

3. Relating themes to theoretical concepts:The identified themeswere then related to
relevant themesdrawn from Institutional theory context [5, 65].Using these concepts,
a narrative of the case study is developed, at both the macro (donors, ministry) and
micro (districts and health facilities) and their inter-linkages [62].

4 Case Study

We start by presenting the political-institutional context of Mozambique, including
events leading to its independence from Portugal, the subsequent civil war until the
peace agreement in 1992, and the early efforts to introduce computers in the health
sector. These events had a significant bearing on the initiation of the HISP initiative in
2000.

4.1 The Political-Institutional Context of Mozambique (1975–2000)

Mozambique represents a post-conflict setting scarred by colonial rule and civil war,
with key events depicted in the Fig. 1 below.

Fig. 1. Timeline between independence and peace agreement: 1975–1992

Events in this period had three key implications on digital health systems, which we
now discuss.

Disruption of Health Personnel Post-independence:
The year 1975 was significant when Mozambique achieved independence from Por-
tugal, with citizens given the option to stay in the country or leave for Portugal. This
led to a massive drain of skilled people, and the health sector was particularly badly
affected. In 1974, the country had around 550 doctors [36], a doctor-citizen ration of
1 to 17349 habitants, with more than half of the health workers concentrated in the
capital [7], which dwindled by 85% following 1975 [20, 36]. Less than two years post-
independence sparked a bitter armed 16-year long civil war involving rival groups with
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different political interests, which led to death of hundreds of health care workers [19].
To address this huge void, the government sought to establish agreements to receive
health personnel from foreign countries, such as Cuba, China, former East Germany,
the Soviet Union and from several African countries. In addition, around 10,000 people
received training from 1975 to 1990 [36].

Destruction of Health Infrastructure with the Civil War:
Mozambique was one of the poorest countries in the world, contributed to by the post-
independence brain drain and the destruction and death caused by the civil war which
ended in 1992 [19]. During civil war, existing infrastructure, including industries, health
facilities, schools and others were vandalized, destroyed, and even abandoned. The
existing 113 Hospitals in 1975, were reduced to 39 in 1977, and only 43 functional
hospitals remained in 1997 [24]. The civil war led to large-scale loss of life and economic
instability contributing to an increasing level of donor dependency [18, 25, 39] and the
consequent loss of sovereignty. The increasing attention of the International Monetary
Fund (IMF) and theWorld Bank onMozambique opened space for external aid [18, 19],
particularly in health and education sectors, a trend which continues today.

These contextual influences shaped the initiation of digital initiatives in the country.

4.2 Initiating Digital Health in Post-conflict Mozambique

Despite early adhoc efforts by the Ministry of Health post-independence, it was only in
1992 that the first computerized system designated SIS-Prog was introduced, limited to
the central and provincial levels [3]. The Fig. 2 provides a chronology of the different
systems introduced in the country during this period.

Fig. 2. Main achievements of the MoH in terms of Health Information Systems in the period
1976–1992
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The obvious limitations of SIS-Prog opened space for new developments, including
the introduction of theHISP initiative and their software calledDHIS 1.3 (District Health
Information Software, Version 1.3). Key events around this initiation are now described.

Building Relationships and Partnerships: 1998–1999
TheHISP project inMozambique initiated in 1998within an academic setting, providing
opportunities to strengthen the tertiary education capacities in conjunction with HIS
building efforts. HISP’s entry in Mozambique was built upon a decade of high political
visibility and success in post-apartheid South Africa [49], where the DHIS software
attained the status of a national standard and attracted the attention of other African
countries. The Norwegian pioneers of HISP in South Africa met some officials and
researchers in Mozambique, and slowly started to build a network of partnerships, as
depicted below in Fig. 3.

Fig. 3. Organizations involved in the first phase of DHIS implementation in Mozambique

Initial conversations were established between the HISP coordinator and a local
national university UEM, through the Faculties of Medicine and Sciences. Together,
this team commenced conversations with the MoH, which at the time was very receptive
to the ideas presented, given their engagement in various health sector reforms [13, 36].
These conversations led to the inclusion of other researchers from UEM and members
from the Department of Information for Health (DIS) at the MoH, financially supported
by the Norwegian Government [9].

A first step in the growing network was the conduct of an assessment of the current
situation starting with selected districts in three provinces. This assessment contributed
for theMoH in developing itsfirst strategic plan for the sector and forHISP to develop a
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more operational project plan for the HIS implementation. This was submitted, approved
and a Memorandum of Understanding (MoU) was signed between Oslo, UEM and the
MoH in 1998, which envisaged a pilot of DHIS in selected sites across three provinces
(Gaza, Inhambane and Niassa) [42]. Selected districts were existing training sites for
medical students from UEM [13]. The results of the assessment were presented as
research in progress in a meeting in Zimbabwe by 1999, and as a complete research
paper published in 2001.

“We embarked on this assessment… It was important… the country was coming
out of the post-war and emergency phase… entering a much more planned phase…
which was expressed in the year 2000 with the elaboration of the first strategic plan
for the health sector… which came out the following year…” (A former foreign
consultant from MoH)

“We did not have trained and specialized personnel, the base was the health
workers themselves… doctorates, masters, licentiates, they were a drop of water.”
(A former local senior manager from the MoH)

“The first step was the introduction of a master course in Mozambique… and enrol
PhD students…” (A former project coordinator from HISP)

The HISP planned to take the DHIS application developed in South Africa, and
through a process of “technology transfer” customize and adapt it to Mozambique’s
needs using the capacities of the identified UEM researchers. The capacity building of
these researchers was inspired by the Scandinavian tradition of action research [10].
Simultaneously, a multi-disciplinary International Masters program in Health Informat-
ics at UEM, and students from informatics and community health, from both Mozam-
bique and other countries (Ethiopia, Malawi, Tanzania and India) were enrolled during
the early years.

Capacity Building Strategies and Interventions: 2000–2007
In 2000, professors from HISP-UiO and another fromWestern Cape University (WCU)
came together and created amultidisciplinary task force, including the local researchers
to design the International Master program [8, 28] to help strengthen HIS capacity
in the country. This program included two core components (1) the health informa-
tion systems as part of the academic course work; and (2) a research component with
mandatory fieldwork and thesis in the same area. This structure promoted a form of
action research, where students were encouraged to address existing priorities of the
MoH, while learning from this experience to write their thesis. The projects worked on
included the pilot implementations identified in theMoU and were supported also by the
enrolled PhD students. During the period, a significant number of professionals, from
the Health Sector and Academy, enrolled to the International Master Program, and by
2007 already 38 master students had been graduated. The program in Mozambique ran
for three editions (2001, 2003 and 2005) before the split into 2 new Master Programs in
2006, in Informatics and Public Health [16, 27]. This Masters programmes can be seen
as a success, as it continues till today, although in a modified form.

In 2000, as part of the MoU, six UEM faculty members, 3 each from medicine and
informatics, enrolled for the UiO doctoral program, of which 5 ultimately graduated.
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These students received training on DHIS in South Africa and jointly participated in the
customization of the DHIS for the Mozambique context. With the start of the formal
studies at UiO, the students were expected to both provide practical implementation
support to the projects in the districts, while also doing their course work in Oslo. They
were thus operating in split locations, following different objectives, which proved to be
a source of contradictions for them, with adverse implications on project outcomes.

“…we were supposed to do the PhD program in a sandwich mode… but it was
not doable… The same people had so many responsibilities, as lecturers, students
and implementers… And then, we disappeared and when we came back with our
PhD we were seen as strangers…” (A former PhD student)

However, the ultimate completion of 5 PhDs, in a country where no informatics
PhDs existed by 2000, can be seen as a huge success towards building tertiary education
capacity.

In-service Training Efforts
Both masters and doctoral students were involved with in-service training activities
in the selected provinces for the pilot. During this period, MoH introduced two new
institutional entities called Nucleus of Statistics, at provincial and district levels, respon-
sible for supporting all the data management functions. However, on the ground, the
health workers, with very limited skills and capacities, were responsible for conducting
the everyday work, including training other staff. In 2001, the first 10-day course on the
technical aspects of DHIS directed to the health workers was launched in Gaza province,
including 20 staff drawn from the three pilot provinces.

The quality of training was however constrained by the relative inexperience of the
trainers, particularly in understanding diverse information needs of medical doctors,
nurses and other technicians. Often, the dominant technical focus of the trainings, failed
to develop a sound social-systems perspective to understand the HIS related challenges.

“…the training to use data entry and analysis began. That’s where we began to
face difficulties…” (A former local project coordinator)

However, these initial efforts helped create a favourable environment to initiate HISP
in Mozambique, with opportunities for MoH to get tools and resources for supporting
their health sector reforms, and for UEM to build their tertiary and education capacity
within a multidisciplinary framework.

We next describe how the project implementation process developed and the under-
lying contradictions experienced, which impeded project progress ultimately leadings
to its closure.
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4.3 The Project Implementation Process

The introduction of DHIS (version 1.3) commenced in 2000, amidst excitement and
expectancy, which slowly dwindled over time because of various implementation chal-
lenges, which we related to the process of initiation of the pilots, which led to different
contradictions.

The Process of Initiation of the Pilots
The piloting interventions were organized mainly by the local HISP coordinator, with
support from the technical team from South Africa and the UiO faculty. The baseline
software used had been developed in and with South African requirements, in Microsoft
Access. As a first step, the application needed to be translated to Portuguese. The PhD
and Masters students, all Portuguese speaking, were responsible for this process. How-
ever, this was extremely tedious and problematic. Although the team knew Portuguese
language, they lack on translation expertise and, while also, often unfamiliar about spe-
cific technical terms used, required clarifications from other sources, including South
Africa. Many issues and concepts got lost in translation,

“Terms like backup, zoom, and data mart do not have direct translation in Por-
tuguese… the team was forced to perform a partial or intermediate translation,
mixing English and Portuguese text. This hybridization of terms often created
problems of interpretation for the users.” Else … “in order to keep the ‘correct’
translation, the buttons… had to be enlarged and located in different positions.
Or the long strings had to be simplified in order to keep a reasonable layout and
distributions of the buttons” [40]

This process of getting the software ready to initiate pilot implementationwas fraught
with delays, contributed also by the part time nature of involvement of the PhD students,
which dampened some of the initial expectancy. The MoH and the HISP team tended to
blame each other for the delays:

Contradictory Objectives of Project “Resource Persons”
The MoU promised full commitment from all parties involved in the project, which
however unfolded differently during implementation. While agreeing in principle, in
practiceMoH never gave explicit instructions to the changeover from SIS-Prog to DHIS.
At same time, HISP team could not dedicate full time to the implementation work,
because of their simultaneous study commitments. This led to long project delays, with
both sides blaming each other for the same. These delays opened the space for other HIS
applications to be introduced. The MoH opted to select a tool developed by one of the
resident consultants, designated SIMP (Sistema Integrado de Monitoria e Planificação)
from 2002 onwards, in parallel to DHIS. The HISP team opposed this choice, feeling
that the MoH was indifferent and uninterested in the pilot project. This led to further
delays and the escalation of the blame game.

Afterwards, unhappy with the progress of the pilots, the MoH hired in 2004 an
external consultant from South Africa to evaluate the situation. His report came with
several recommendations both to MoH and HISP team, suggesting that their demands
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were possible to attain and could be included shortly in an improved version of the
software. However, in response, a foreign consultant working in the MoH responded
extremely critically to this report. For example, he wrote in this response:

“My overall impression of the report is similar to my impression of the consultancy
done… A lot of statements, theories… suggestions and recommendations. All with
the overall aim of selling the Hisp product… nothing seems to be a problem…
everything seems to be relatively easy. But what certainly lack’s in the consultant’s
approach is rapid response and practical solutions… At this moment it is crucial
for Sisd to survive to apply the required changes to the software and try to make the
pilot provinces a success in the shortest time span possible... Too much credibility
has already been lost. We have to solve our urgent problems first.” (Excerpt from
a letter with comments on the consultancy report)

The HISP team addressed their protests, including other interpretations from the
occurrences at the time. In parallel, attempted to initiate developments towards intro-
duction of a GIS application [1]. Despite that, simultaneously the foreign consultant
initiated own development of another application, designated Módulo Básico, which
afterwards was implemented by the MoH, later in the same year.

“DHIS 1.3 was not adapted to Mozambique… Politics, donors, and the Ministry
behind with the ambiguity to decide what system to use… Process of change of
DHIS2 started from there, but in 2006-2007 was terminated in Mozambique. (A
former project coordinator from HISP)

Technological Contradictions in the Process of DHIS “Technology Transfer”
DHISwas developed in SouthAfrica, with both code and interfaces presented in English,
requiring extensive translation work to Portuguese. In addition, as Nhampossa [42]
describes, the database was initially designed to respond specific purposes of South
Africa and were conflicting with expected outcomes in Mozambique. These contradic-
tions came to the fore when the HISP team were entrusted the task of integrating DHIS
with the existing SIS-Prog. Some of the key problems included,

(1) “ambiguous data elements” in SIS-Prog … e.g., “categories of Children 0–11
months and also 0-4 years, which created an overlap” … (2) “organizational
structure” … “South African health structure… consisted of five levels, while
we had four” … (3) “fundamental differences between English and Portuguese
languages” ... e.g., “longer words to express concepts” in Portuguese… “which
had implications on the user interface design and the use of icons” [41]

“… Many of the functions of DHIS were not yet in Portuguese language... a
person had to adapt based on the English words, which caused disturbances” (A
former foreign consultant from MoH)

Despite these technical disturbances, affecting mostly the ones in the data collection
and use of the system, the managers at the district level were satisfied with the outcomes
on the reporting side. But because there was not a notification to stop the other systems in
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place, the work load come from the health workers responsible for the data management
was increased and contributed to an increased dissatisfaction among them [35]. This had
implications on the commitment to use the new system, and in some cases, they did not
engage in quality control assuming that it would be a responsibility to the upper levels
in the HIS.

Inadequate Infrastructure and Capacity to Support Digital Health
In general, the existing infrastructural conditions, such as power restrictions, electricity
outages, communication limitations, poor transport and road networks, were all not
conducive to enable effective implementation of digital systems and their scaling [35,
42].

“The available resources from the project were to pilot DHIS and not to imple-
ment it on a national scale… we did not have that time to pilot, improve and
return with human and financial resources. This also affected the success of an
appreciated project.” (a former PhD student)

“…In terms of technological support, there were Health Units that did not have
the resources to buy toner and paper… we arrived and the PC was there, with the
system installed but not working because the computer broke down. The support
should be given … But they said they went a long time without receiving visits
from MISAU…” (A former local master student).

Theministry relied on several sources or funding by external aid. This enabled oppor-
tunities for systems development, but also created fragmentation, with different donors
supporting specific systems for particular health programs, such Malaria, HIV and TB.
Overall, the country lacked adequate human resources capacity and expertise to provide
dedicated technical support in rural settings, with the bulk of capacity concentrated in the
country capital [9].When DHISwas introduced, theMoH had limited in-house capacity,
and relied on donor support which often came with divergent agendas from theirs. There
was potential to get support from the researchers, but this also was limited.

5 Analysis

In our case study, we described from an historical perspective, the introduction of digital
health in a post conflict Mozambique. The MoH is the central institution in the country
responsible for the functioningof the health system.Throughour case study,we identified
three key moments that were responsible for the implementation trajectory of digital
health in the period 2000–2007. This is summarized in Table 3.

Key Moment 1: Post-conflict Conditions Shaping Health System’s Context
The setting inherited social constraints from the previous armed and political con-
flicts, that culminated in 1992 with the peace treatment, and the interventions that were
attempted to revert the situation. These, where mainly influenced from political and
economic situation in place. While the country is adjusting to the new constitution, a
Democratic model, where the government is selected by elections, there is a pressure to
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Table 3. Summary of the contradictions identified

Historical moments
(before and during phase 1)

Contradictions

Moment 1 (1992–1998):
Post-conflict conditions shaping the health
systems context

– Compromised financial, human, technical
resources leads to high levels of external
dependencies

– Weak institutions to govern digital health,
which require new and more proactive
institutions

Moment 2 (1998–2003):
Historically existing inefficiencies in the HIS
and supporting institutional arrangements

– High levels of fragmented legacy systems
driving the need for reform in digital health
systems

– Demands of new digital health initiatives
don’t find support from existing context

– Divergent interests and power asymmetries,
further constrain digital health initiative

Moment 3 (2003–2007):
Political-institutional context enabling and
constraining the DHIS implementation

– Multiple stakeholders with poorly aligned
and often contradictory interests

– MoH provides ambiguous support to DHIS,
without clear directives to the sites of pilot
implementation

– Ambiguity leads to proliferation of multiple
systems, heightened the already high
workload to field level workers

– Contradictions arising from project
management, technical and capacity
building conditions contribute to the halt of
the project

– Growth of the doctoral and Masters study
programmes

implement a five-year governance strategic plan. Although, the country is still resenting
from the economic crisis that arose in the 80s. The existent limited budget does not
provide much space of manoeuvres to advance with new plans before compensating the
massive losses in infrastructure and skilled human resources, while at same provide qual-
ity services. There was a need to increase partnerships and with that more compromises
with the international donors and request for additional aid programs.

In the Health sector in particular, policies and budgets in place did not allow mas-
sive hiring for the state. Budgets were mostly directed to support logistic operations
and maintain salaries for existing personnel. Although they were facing a shortage in
health personnel, for curative interventions and data management, and the dilemma on
hiring technical personnel to help with the introduction of new digital systems instead
of doctors.

Health programs begun to receive funds from international agencies. With each of
these, introducing different systems and employing foreign consultants familiar with
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them to support local interventions on the setting. While some were integrated in the
Departments of the MoH others went to work in implementations at Provincial and
District levels. Some local health personnelwere also employed at different levels though
this partnerships and projects supporting the health programs. This contributed to higher
levels of external dependencies.

Moreover, while the MoH was working to produce strategic and fundamental doc-
uments for the sector, policies for information systems were not a priority. There-
fore, they had limited formal instruments to regulate the interventions and institutional
arrangements around the introduction of digital health.

Some institutional arrangements in place, like for instance the introduction of training
facilities for nurses and health technicians, engagement with the training of medical
doctors by local universities, were established and developed, and are still in place
nowadays. Others, like the development of the HIS resulted in undesired outcomes, with
multiple and rigid vertical Health Programs; fragmentation of systems and centralized
use of information.

KeyMoment 2:Historically Existing Inefficiencies inHIS and Institutional Context
Along the years, the accumulation of several contradictions called for urgent action
and need for alternative interventions. Although the previous institutional arrangements
were still in place, the existing contradictions open space for an opportunity to introduce
changes in the setting. The country was in the midst of a transformational period, where
the global interventions were converging to common Agendas of Development, and the
collaboration South-South was gaining momentum [6, 29]. A new opportunity came
with the interest of HISP in introducing a new digital solution in the HIS of the country.

The project designed meet the criteria of the movements at the time, coming as an
alternative solution to resolve the inefficiencies and inconsistencies accumulated from
the institutional arrangements in place. This initiative included new institutional arrange-
ments: Introduction of capacity building programs reinforced with research; alternative
perspectives for collaborativework andmobilization of resources; and a new systemwith
some resources to support it. In addition, it also aimed at developing some existing pro-
cess and deinstitutionalize others. There were opportunities to standardize and improve
data management processes, decentralize managerial functions to Province and District
levels, while at same promote empowerment of users of the digital system, empower
managers at data use, and appropriation of the system by the MoH.

Despite that, although there were ongoing projects at national level to improve the
communication systems (transports and roads), telecommunication and data services,
it was still insufficient to extend these resources to provide a significant coverage, they
did not reach all the existing districts. The scenario was similar in relation with the
introduction of new technologies.

With the initiation of DHIS pilot, new tasks were introduced to a group of health
worker that had no experience with computers, had limited data management skills,
and were involved also in reporting activities using other systems from different health
programs. With the shortages of health workers, the same group of professionals that
had been previously trained as nurses and other health technicians, they were assigned
other tasks accordingly. They were overload, and it certainly influenced their motivation
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to learn and to use the new system. Although, there was a partial acceptance of the new
digital solution, within the MoH, Provinces and Districts.

Even though, the assumptions of the responsibilities of each intervenient and expec-
tations were not properly aligned. The set of unresolved contradictions was significant,
the presence of the multiple actors involved in the process was more visible. The breach
between the team was eminent.

Key Moment 3: Political-Institutional Context Enabling and Constraining DHIS
Implementation
During the period, the shifts in the government affected the health sector at large extent.
There was a new order inside the Health Sector, still aligned with the Developmental
Agendas, but with slight shifts in the power structures. These shifts also affected the
implementation team, were some members from the MoH were substituted by others
that were not involved directly in the previous processes.

The MoH were involved in the pilots, there was an interest to implement the new
system to support the implementation of the first strategic plan that was developed
after the assessment conducted in 1999. But no formal directive was emitted to stop
the existing systems and only focus attention to DHIS. The strategic plan was ready
in 2001 and the pressure increased. While the development of the pilots was in place,
another system was under development (SIMP) by a foreign consultant and came to be
implemented by the MoH in 2002.

Managers at Provincial level, where the pilot was implemented were interested in
the new reporting systems, but nor them or the project did not have resources to scale
the system to other districts. In addition, the information flow was still the same, the
pressure to send the information from the multiple health programs to the upper levels
was enormous.

With the introduction of this new system, the already overloaded Health workers
experienced increased difficulties to operate with multiple systems at same time, while
also experiencing the problems arising from the scarcity of resources to maintain the
existing equipment and continue to use the systems.

The software being transferred was in English and the user’s working language
was Portuguese. There was a pressure to translate, both in terms of configuration and
language. The structural differences of the languages raised challenges to adapt the
software to the new setting. Also, therewas a recommendation from theMoH to integrate
this new solution to one that was already in place (SIS-Prog). DHIS database was not
adapted to the setting needs at the begging of the pilot and the requirements were difficult
to incorporate. The software that was designed with different logics, associated with the
translation issues, both in customization and language (English to Portuguese), generated
interface and functionalities constraints. All this contributed to delays, disturbances in
the use of the system, contributing to the accumulation of contradictions.

The MoH-DIS-Partners requests were not completely reflected in the software,
requested an assessment, and demanded faster corrective actions. At the time, another
development (Módulo Básico) was initiated lead by the foreigner consultant that vocal-
ized the inconsistencies of the new solution, and it was placed to use by the MoH-
DIS, despite the ongoing developments in the pilots. The HISP-UEM, had their Action-
Research activities ongoing, with some periods of field work in the districts and others
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associated with the academic programs, they were expecting more involvement from the
MoH teams to appropriate the system and compensate their absences in the field, while
also expecting a recognition of the research results, but this was not visible.

The Inadequate infrastructure and capacity to support the digital health, resulted in
an accumulation of social constraints from the setting that were present since the first
historical context. The conditions did not improve significantly, neither to support the
ongoing processes nor the scaling intents of the team. The Provinces and Districts, left
with the system stopped in the midst of any difficulty, pressure to use several systems
and other activities, expecting a support that did not come with the desired frequency,
with the absence of formal directives to use on instead of the other, saw their motivation
diminished over time.

Despite the scenario described and analysed in this section, it is worth mentioning
some of the significant outcomes resulting from phase 1, occurring during the period
corresponding to our phase 2 and 3, from 2008 until 2021. Along the following years, the
establishment and development of the capacity building initiatives satisfied the corre-
spondent goals of the project. The graduation of 38master students fromAfrica andAsia,
trained on the International Master offered by UEM-UiO, and the completion of the PhD
programs by the Mozambican researchers, was considered a success. These results were
also significant to the development and continuity of all the capacity building initiatives
established during phase 1.

Furthermore, these graduates played a significant and valuable role in the further
development of DHIS to the actual DHIS2, which is currently being used globally
and in Mozambique. From 2004 the developments on top of DHIS continued outside
Mozambique. The nodes created abroad, in some African and Asian countries, con-
tributed significantly for the changes in the technological artefact. A new version with a
significant change, designated DHIS2 was released in 2006, shifting from a standalone
to an online operating mode. The potential of this technological artefact as a health
information system platform increased and attracted the attention of several countries,
including Mozambique.

6 Discussion

First, conceptualizing the setting as an inter-institutional system, influenced by several
institutional orders, we noted a set of new orders that we perceive as being common to
the setting of LMICs, such as External Aid Policies, Developmental Agenda, Technol-
ogy innovations but also others that are implicit to the underdevelopment conditionings
(like Corruption and Poverty, for instance). We would tag this a note to further inves-
tigations on the institutional orders influencing these settings as way to further explore
the implications deriving from this.

Secondly, we understand the importance to discuss the different influences from
the perspectives of the existing multilevel context, where we identify a multiplicity of
actors and organizations at play and being influenced by multisource institutions. As
we saw from the analysis, the establishment of new process (institutionalization of the
education/training initiatives) in our case succeeded and prevailed in the entire phase
1. Although the social constraints were also present, they did not influence conflicting
results sufficient to undermine their continuity.
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Thirdly, because we understand that the historical development of the events and
processes over the years created opportunities for different types of responses in terms of
institutional changes,motivatedbydifferent contradictions in place in differentmoments.
Although, the other processes suffered from the accumulation of several contradictions,
as we could see emerging from the environment (mostly in moment 1); but also, because
of the conflicting interplay between the interconnected levels of the inter-institutional
system (mostly in moment 2) and the differences in the logics of actions (mostly in
moment 3).

Lastly, because engaging within these debates creates opportunities to explore
whether these institutional dynamics contributed or not to changes, and the subsequent
implications of the outcomes to the setting. We perceived that the contradictions not
well mediated accumulate and may indeed contribute to resist to change (overall imple-
mentation of DHIS was not successful), create opportunities to change (as with the
establishment of the training initiatives), generate unintended results (as happened in
the case of the institutionalized processes in moment 1).

7 Conclusion

The current study is part of an ongoing project that intends to conduct a research based
in a longitudinal case study of the reconstruction of the institutional history of the HIS in
Mozambique, over the last twenty years, based in the implementation of a technological
artefact designated DHIS2 (District Health Information System version 2). This, to
support the analysis of the interplay between technical, institutional, and human factors
involved in the process, and its evolution over time. We attempt such an analysis around
the efforts to adopt the DHIS2 software by the Ministry of Health in Mozambique
since 2000, and subsequent action toward its institutionalization. At this point, we were
able to identify four types of institutional pressures playing determinant roles in the
implementation of a technological artefact: conflicts, power relations, social actions,
and resources. Thus, playing different roles along the time and contributing for changes
within the HIS. We believe that a deeper analysis on their institutional dynamics can
provide good insights to future implementation processes and help to further understand
how they support initiatives while building ownership, self-reliance, and sustainability
of implemented technological artefacts, within the LMICs context.

We perceived from the current study that certain interventions may trigger different
outcomes and influence the institutional dynamics that take place during an implemen-
tation process. These influence both the technological artefact and the setting where the
implementation take place, promoting development of technology and practices around
the processes of adoption and institutionalization of technological artefacts within an
established HIS.

Although an initial contribution lies in the reconstruction of DHIS2 piece of history,
helping to build awareness of the evolution of this technological artefact in a specific
setting, it generates important insights to a broader spectrum of technological artefacts
as well. This is, because we acknowledge the importance of long-term evaluations to
gather an overall picture of the different factors triggering processes of change, spanning
from user experiences, implications to organizations where they are being implemented
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and the practices arising around the implementation of the artefact itself. The case shows
clearly how certain levels of pressure, arise from different sources within the setting,
generating conditions and influencing the processes of adoption and institutionalization
of DHIS. It allows us to see how it creates space and provides insights for further devel-
opments and adaptation to amultiple settings context. In turn, to enable this continuity of
changes over the time, alongside the process a compromise of different interests coming
from the field, donors and owners is needed and denoted to be critical.

The current study contributes both with theoretical and practical insights. The the-
oretical contributions include the discussion of the institutional orders influencing the
LMICs analysis and discussions. In practice, we present a rich case study from the intro-
duction of digital health in a post conflict period within a LMIC country. In addition,
from this historical analysis and discussion, we contribute with several insights from the
perspective of the contradictions, which may emerge triggering opportunities to either
change or resist to changes.
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Abstract. The contact tracing system implemented in Indonesia is called SILA-
CAK, a modified version of DHIS2. SILACAK as a contact tracing system plat-
form created a dashboard following national guidelines, which is a tool to monitor
the COVID-19 cases in Indonesia and support decision making. The role of SILA-
CAK has throughout several journeys and some changes that can be implemented
by several actors involved such as the developer team, government, health work-
ers, and also society. To analyze the connection between all aspects that affect
the SILACAK system, A framework is needed to deeply review which can be a
historical artifact on the system. Actor- network theory (ANT) is the best practice
to know about how networks come into being, to trace what associations exist,
how they move, how actors are enrolled into a network, how parts of a network
form a whole network and how networks achieve temporary stability.
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1 Introduction

The pandemic has been affecting not only the health care system but also the Socio-
economic sector that was built by overall county will be disfunction for a while because
of Lock-down and other terms that limited socio-economic activities [1]. Hospitals and
clinics will be overcrowded caused by patients that lack facilities and limited of health
workers that support the patient. All the problem affects developing countries including
Indonesia that have not responded well to the crisis because of COVID-19 in healthcare
and socio-economic system [2]. After more than 18 months the COVID-19 was first
declared in Indonesia, the country had reported more than 4 million confirmed cases of
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COVID-19 and more than 140.000 patients died [3]. The period of June to September
2021 is the worst situation in Indonesia that the confirmed cases reach the peak on more
than 50.000 confirmed cases in one day,1 but COVID vaccines have been given since
January 2021 and reached 73,04% for the first dose and 51,52% for the second dose by
the period of December 2021.2

In response to the COVID-19 pandemic in the beginning period, Indonesia govern-
ment has signed and ratified regulations and decree to limit mobility of people to prevent
other transmissions of the virus such as apply quarantine of international travel, Social
restriction, form a task force for COVID-19. While implementing social restrictions,
the government of Indonesia also issued regulations about contact tracing to detect the
close contact of the confirmed-case patients. The contact tracing is important because
the virus carrier who tests in positive results may have already spread the virus to the
person who contracts with them, then this strategy will reduce the virus transmission [5,
6].

The contact tracing system implemented in Indonesia is called SILACAK, basically
an modified version of DHIS2 COVID-19). The Indonesian government has confirmed
SILACAK as the only official contact tracing tool in Indonesia in the Ministry of Health
Decree Number HK.01.07/MENKES/4641/2021 on the Guidance on Testing, Tracing,
Quarantine, and Isolation on Preventing COVID-19. SILACAK as a contact tracing
system platform created a dashboard following national guidelines, which is a tool to
monitor the COVID-19 cases in Indonesia and support decision making for stakeholders
[7].

As the important system in again COVID-19 in Indonesia, the role of SILACAK
has throughout several journeys and some changes in the system. The adaptation of the
SILACAK system for Indonesia condition on the pandemic situation as an example the
task force recruited more than 80.000 tracers to fulfil the target while the pandemic hit
Indonesia in the worst situation, so the registration of the tracer will be exploded and
the SILACAK development team innovate with the self-registration tool of WhatsApp
chatbot and Web-App. The integration of SILACAK, NAR (National All Record), and
Peduli Lindungin App is the other adaptation of SILACAK to simplify the record of the
contact tracing [8].

The various changes and adaptation processes on the SILACAK system can be
implemented by several actors involved in the process such as the developer team,
government, health workers, and also society [9, 10].

To analyze the connection of all aspects that affect the SILACAK, A framework
is needed to review which can be a historical artifact. Actor-network theory (ANT) is
the best practice to know how networks come to trace what associations exist, how
they move, how actors are enrolled into a network, how parts of a network form a whole
network, and how networks achieve temporary stability. Actors are human or non-human
entities that can make their presence individually felt by other actors, and ANT offers
asymmetrical treatment between the technical and the social aspects of technology [10,
11].

1 https://covid19.go.id/id/peta-sebaran.
2 https://vaksin.kemkes.go.id.
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On this study aim to know any actors involved on Covid-19 contact tracing system
which are the function, initiative, and support on process of develop the SILACAK
system. Analyze the connection between the actors that affect SILACAK system is also
the purpose of this work using ANT framework.

2 Method

The case study approach used in to describing collaborative phenomena between stake-
holders, the role of organizations and communities in the development of covid-19
Contact Tracing System (SILACAK) in Indonesia [11] was applied because of it allows
phenomena to be studied in natural setting to obtain better understanding rather than to
find conclusive evidence. The actor-network theory (ANT) was applied as a lens in the
analysis of the data. The ANT method can see factors that affect basis of system access
[12, 13].

This paper uses concept of translation from Actor Network Theory (ANT) to under-
stand the complex social processes in implementation of health information systems.
ANT is role as a way of telling stories about networks and actors - both human and
non-human - and the processes by which technology is established. In the context of
ANT, actors and networks cannot be independent of each other [14].

The core of ANT analysis is to examine the process of translation where actors align
the interests of others with their own. Translation is explained as a four-stage transitional
process that consists of problematization, interessement, enrolment and mobilization,
through which events are carried out within a network of actors [14, 15].

The first phase is problematization to initiate a problem as well as to propose a
solution. The focal-actor renders itself indispensable by defining a process under its
control that must occur for all actors to achieve their interests. Interessement is a process
where the focal actor stabilizes the identity of other actors and creates links between
them [16].

During the second phase of translation, interessement, the focal actor executes these
strategies to convince other actors to accept its definition of their interests. Enrolment is
the approaches throughwhich the focal actor attempts to define and interconnect different
roles that allow other actors to relate within the network. Enrollment also includes the
definition of roles of each actor in the newly created actor-network. The last moment
of translation is mobilization, when the focal actors ensure that all representatives or
spokespersons act according to what have become their aligned interests [11, 16].

3 Results

Figure 1 indicate analysis of SILACAK implementation process in Indonesia with four
main periods. The periods describe main steps of SILACAK development addressing
issues of contact tracing including increasing of data, users and actors involved.
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Fig. 1. Series of events for the SILACAK implementation in Indonesia

3.1 Moments of Translation

3.1.1 Problematization Moment

This stage is critical in collecting, accessing and using Silacak because decisions regard-
ing system development are informed and guided by authentic and historical information
from users. The key in the initial communication has been established. Actors whomake
up the type of data set and ultimately influence and influence system development and
response [16].

The Ministry of Health, in coordination with BNPB, was improving surveillance
data reporting and laboratory capacity to better analyze the COVID-19 situation formore
prompt response actions and optimal resource mobilization. Strengthen the surveillance
system at primary health facilities. One of the points that has played a key role in breaking
the COVID-19 chain of transmission is by contact tracing.

This activity requires contact tracers to continuously record and report cases. For
this reason, the use of a contact tracking recording and reporting system (Silacak) is
important in determining the policies to be made. Due to, server was remaining issues
during this step, complaints from the users increased in this step. Fortunately, this issue
was addressed in the next step.

3.1.2 Interessement Moment

It is essential In the SILACAK application development there were found some troubles
as the unstable server and the unwhole implementation regions. These caused the MoH
(through Emerging Infectious Disease unit or INFEM) took a decision by involving the
HIS developer (Private Company/sector) in order to strengthen and stabilize SILACAK
app, so that can be used optimally by the users. In line with the involvement of private
sector, BNPB has stopped being engaged in SILACAK project.
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MoH supported not only fromHealth Information System (HIS), but also obligated to
implement and record contact cases found on SILACAK application as written inMinis-
ter Decree number 4641 guidance on implementing the Inspection, Tracking, Quarantine
and Isolation For Covid-19 Acceleration of Prevention and Control.

TheHealthWorkers,DataManagers [PJTLI],ArmyandPolicewere involved to trace
the contact cases. Remind that the tracers shouldmobile easily and visit the contact cases,
MoHanddeveloper initiated the development SILACAKMobileApplication,Moreover,
this mobile app can be used in offline mode to avoid any internet access issue.

When the system was ready to use, the Emerging Infectious Disease Unit of MoH
conducted users training in each district. Actor process was intensively initiated using
the system.Users utilized the apps as they got their username. Complaints around servers
and apps used were also necessary during this step. The helpdesk team supported the
users to learn more about the apps, deliver multiple trainings, as well as supported the
users on data entry and developed manual book and video tutorials [18, 19].

3.1.3 Enrolment Moment

This period indicated the strengthening of multisectoral collaboration by involving the
ministry of maritime and investment affairs, Indonesian Army and Police. In addition,
to address some technical infrastructure issues, data migration, evaluation, daily main-
tenance and strengthened system to address some issues were conducted during this
period.

Not only policy, multi-sectoral collaboration from various stakeholders also was also
strengthened in order to increase covid-19 contact tracing in Indonesia. The helpdesk
team, on the other hand, supported to solve some technical issues on the apps [20, 21].

3.1.4 Mobilization Moment

Increasing effort of reducing COVID-19 cases, some apps were developed to address
certain issues such as NAR for swab and antigen test, peduli lindungi, and ISOMAN for
health quarantine. During this period, all these related apps were integrated to SILACAK
to easily support COVID-19 case detection and prevention. Facing some troubles.

As collaboration with ministry of maritime, TNI and Polri was strengthened, addi-
tional users and tracers fromTNI and Polri also significantly increased during this period.
However, as tracers found issues regarding the system, they cannot directly contact the
helpdesk. They should first contact the PJTLI in the puskesmas level, city level and
provincial level to be followed up to the helpdesk. Due to technical issues that supposed
to get fast respond, tracers sometimes directly contact the helpdesk [17, 22, 23].

The ANT connection shows on Fig. 2 the types of actors and networks (units) that
were present in Silacak at the time of this study. This includes how the actors were
connected through various networks in the use of applications. Within networks, the
actors carried out activities, were involved in events and employed processes by using
Silacak. at one stage or another during the activities, events and processeswere negotiated
between the human actors, directly and indirectly, consciously or unconsciously. The
connection also describes the role of non-human actors to support the whole activities
on the technical and non-technical issues.
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Fig. 2. Actors and Networks of SILACAK

4 Discussion

4.1 Actors

The Ministry of Health consists of the Data and Information Center Department and
Emerging Infectious Disease Substance Group (INFEM), Digital Transformation Offi-
cer, tracers, PJTLI at province, district/city, healthcare center level. Actors from the
SILACAK app as follows:

4.1.1 Emerging Infectious Disease Substance Group (Infem), MoH

Ministry being proactive and able to lead the pandemic at national levels. Despite being
heavily criticized for being reluctant by the informed public and academics from inside
and outside the country, MoH has been one of the first ministerial level agencies to
formally respond to COVID-19 since 4 February 2020. Infem is one of the working
units at the MoH that is responsible for the rate of development of emerging infectious
diseases in Indonesia, one of which is COVID-19.

4.1.2 Pusdatin (Data and Information Center)

A working unit at the Ministry of Health that acts as a central level health data trustee,
has the task of collecting, validating, managing, disseminating and fostering data pro-
ducers. Ithis case, Pusdatin manages all the healthcare data, including contact tracing
data originating from the SILACAK application.
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4.1.3 DTO (Digital Transformation Officer)

This one is a new working unit in the Ministry of Health, they are responsible for
integrating health systems.

4.1.4 Tracer and PJTLI (Data Manager)

The tracers are responsible to carry out the tracking anddailymonitoring of close contacts
in the healthcare center, and coordinated in stages by the Person in Charge of Tracing,
Testing, and Isolation (PJTLI) at the healthcare center, Regency/City, Provincial and
Central levels.

4.1.5 WHO Indonesia

NGOs that provide a lot of funding support and provide suggestions for the use and
development of DHIS2 in contact tracing activities coordinated by theMinistry ofHealth
and BNPB.

4.1.6 Private Sector (Castellum Digital Indonesia)

The Private Sector here plays a role as part of the DHIS2-based SILACAK system
developer. Where there is a helpdesk and also a system technical team. The helpdesk has
an important role in running the troubleshoot from the user’s point of view of using the
system. Users still find hampers to implement SILACAK, especially for tracer on duty.

The helpdesk divides for each province in Indonesia.Meanwhile, the Technical Team
of the Silacak System is tasked with solving technical problems posed by the Helpdesk
(sourced from users).

4.1.7 The National Army and Police

The National Army and Police is part of COVID-19 Control Security Task Force,
also involved in contact tracing activities. The units involved at the village and sub-
district level (Babinsa/Bhabinkamtibmas) which are controlled and coordinated by the
healthcare center as a community-based health authority.

The basis for the involvement of them at that timewas tomeet the adequacy of human
resources at the healthcare center and structured in terms of tracking andmonitoring close
contacts, in the context of accelerating the control of COVID-19.

4.1.8 National Disaster Management Office (BNPB)

Managing an epidemic is not a naturalmandate ofBNPB.However, given the presidential
preference and decision, the Head of BPBP has been tasked as the Chief of the Task
Force.
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4.2 Networks

4.2.1 Multisectoral (Actors) Collaboration During SILACAK Implementation

The collaboration on multi-sectoral needs on all sector to strengthen coordination and
reduce the loss whether cost or human lives. As example, addressing critical global
health issues, such as antimicrobial resistance, infectious disease outbreaks, and natural
disasters [25].

Investment in collaboration mechanisms enables open and regular communication,
and facilitates the mutual understanding, trust, and accountability needed to achieve
shared goals. Also important are mechanisms for all stakeholders to provide feedback
throughout the process, to inform any adaptations needed. Aligned with a collective
logic of inquiry, multisectoral collaboration enabled diverse evidence and ideas to be
tested, and encouraged innovation to tackle long standing constraints and achieve greater
impact [26].

The Silacak involved multi-sectoral collaboration including Indonesian covid-19
task force, data and information center (Pusdatin), center of infectious and emergency
(Infem), world health organization and developer from private sector. WHO initiated to
develop Silacak as an integrated tracing system. Encouraged by MoH, a private sector
was responsible as a developer of Silacak and coordinated to Pusdatin to provide required
server.

The Infem assisted to provide technical and conceptual framework for Silacak sys-
tem. Infem also encouraged provincial and district office to implement Silacak, while
developer trained them on how to operate Silacak, followed by training for tracers and
puskesmas.

By July, DTO (Digital transformation office) initiated improvement by involving
TNI (National Military of Indonesia) and Polri (National police of Indonesia) to become
tracers. For Silacak improvement, coordination is needed between DTO, WHO, infem
and private sector.

As the government officially launched the SILACAK as a tracing system, it encour-
aged all health offices from provincial level, city, district, sub-district, and primary
health office (Puskesmas) level to use SILACAK. In the Puskesmas level, tracers were
responsible for contact tracing.

They were coming from puskesmas officers, youth group (karang taruna), and TNI.
While in the city, district and provincial level, PJTLI were appointed for testing, tracing,
and isolation. PJTI also assisted for data entry, ensured data quality and shared the data
to tracers for specific case monitoring.

4.2.2 Multiple Apps Integration into SILACAK

The definition of integration as a process of merging small parts or sub-systems into one
system that functions as a whole. In the IT industry, integration is ‘the end result of a
process whose purpose is to connect the different sub-systems into one.

The data, which each of the sub-systems has, becomes part of one bigger system
that will share the data easy and fast whenever needed. More specifically, integration
is the process of connecting different IT systems, services and/or software so that they



152 T. Sitompul et al.

can function together [27]. The integration process also can combine into one big or
complete system such as SILACAK for contact tracing Covid-19 suspect.

By June to September 2021, the covid-19 in Indonesia reached more than 50.000
confirmed cases in one day. Responding to these issues, SILACAK as a tracing system
was strengthened and supported by all parties.

TheNAR(NewAllRecord) is an application to record and reportCovid-19 confirmed
cases including taking and examining specimens, confirmed death, and recovery from
COVID-19. It tracks the examination result from 902 laboratories including SWAB
PCR test, and antigen test. NAR has been utilized to strengthen migration surveillance
of Covid in Indonesia that was fully accessible for all airports, stations, and terminals
to ensure health and safe migration for all as well as preventing transmission within the
transportation facilities.

Furthermore, SWAB and antigen tests reported through NAR were followed up by
ISOMAN apps. As a telemedicine app, people with positive covid received automatic
messages and free consultation during their self-quarantine. Prescriptions were provided
and patients got medicine for free.

Another app that was also integrated into SILACAKwas peduli lindungi. PeduliLin-
dung is an application developed to assist the tracking process to stop the spread of Coro-
navirus Disease (COVID-19). It relied on community participation to share location data
that allowed the government to track contact history. Users also got a notification if they
were in a crowd or in a red zone reporting infected people with positive COVID-19 or
patients under surveillance.

To increase the close contact tracing rate from 1:0.9 to a minimum of 1:15, TNI,
National Military of Indonesia and Polri, National Police of Indonesia also supported
the tracing process using integrated systems of NAR, Peduli Lindungi, ISOMAN and
Silacak. TNI and Polri responded to the confirmed cases by accessing NAR. They for-
warded the list of confirmed cases to TNI and Polri tracer in each sub-districts level.
The tracer even supported the data entry into Isoman and Silacak app, ensuring patients
to get medicine and to complete their self-quarantine by a negative result of PCR and
antigen test.

Collaboration between helpdesk, PJTLI and tracers has supported the learning pro-
cess where users learn on how IT implementation worked on covid-19 contact tracing,
while helpdesk learn on users need. In addition, private sector supported to address any
technical issues during system integration betweenSILACAK,NARand peduli lindungi.

Not only as data user, Ministry of health has also supported contact tracing process
by strengthening policies and daily monitoring conducted by infem. From non-human
side, server stability was very important to to ensure sustainability of the system [7, 9,
20]. The four main moments of translation during SILACAK implementation indicated
the best practices on how various parties have translated and aligned their interest within
the system to achieve goals [17, 24].

As a final statement, Indonesia can learn from countries that have proved success-
ful in controlling pandemics. Taiwan, for instance, has been considered successful in
developing effective cooperation between government and business and in communi-
cating transparently to control the pandemic. In collaboration with Taiwan’s Centres for
Disease Control, two technology companies – HTC and LINE – developed a chatbot
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that allowed people to report their health status and get advice on the virus. Taiwan’s
National Health Insurance Administration and National Immigration Agency worked
together to identify suspected cases for COVID-19 testing, integrating their databases
of citizens’ medical and travel history [4].

5 Conclusion

IT use in the health sector has been utilized for certain context including app for covid-19
data based handling management. Indonesia developed apps for contact tracing called
SILACAK using DHIS-2 platform. During initial phase, server became issues affecting
the system. Fortunately, technical feedback solved the issues and gave better experience
on SILACAK. Support from any parties would be required even for any small issues.
Coordinationbetweenhelpdesk is still challenges to ensure accurate information.Various
systems have been integrated to strengthen contact tracing process. Fragmentation issues
have been addressed within the SILACAK app.

This paper can conclude that inter-connected internal and external socio-technical
facets of infrastructure influence the change of HIS. Besides this paper also demonstrates
how improvements in one facet will influence other facets of infrastructure, in both
negative and positive ways. The application of a different theory, would be of benefit
to academics and the healthcare sector of Indonesia in general. There are two primary
factors influencing an individual’s intention to use this technology: perceived ease of
use and perceived usefulness.

6 Limitation Research

There are few limitationon this paper basedon thepoint on this purpose of thiswork about
role of all actors for contact tracing system in Indonesia againts Covid-19 outbreak. This
study only described and explained what was happened and who was in charged (actors)
for established the contact tracing system and the connection among them, and did not
conduct the deep evaluation regarding the impact of each actor. The last limitation was
this work focused on described and explained how multi-actors collaboration flattened
the covid-19 curve in Indonesia.

7 Recommendation

The researcher could conduct deep evaluation regarding the impact of each actor involved
in the process, elaborate more rigorous study method, and migth be elaborated the
multi-actor’s role deeply.
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Abstract. The Gambia EMIS has mainly consisted of a manual, paper based
reporting system maintained from the national level. The recent policy changes,
which emphasize social inclusion in quality learning, call for an “EMIS shift”,
which includes the development of a digital national Teacher Register, Learner
Records, and the decentralization of key EMIS functions to regions and schools.
Empirically, this paper concerns the steps taken towards a decentralized EMIS
in the Gambia as we follow the initial implementation of the individual learner
admission and registration system in 200 schools. We synthesize previous IS cen-
tralization and decentralization literature into an analytical framework, which we
apply to make sense of the case findings and provide recommendations for future
EMIS decentralization initiatives.

Keywords: Centralization · Decentralization · Social inclusion · Education
management

1 Introduction

World development agendas, like the Millenium Development Goals (MDGs) and the
Education for All framework (EFA), introduced in 2000 and 1990 respectively, focused
on solving global issues of poverty, sanitation, education, health and wellbeing by ensur-
ing access to public services for all. Countries, including developing ones, developed
systems to help monitor indicators of access to these services, mainly on a collec-
tive level. In 2015, at the end of the MDG period, its final progress report indicated
achievements, but also highlighted disparities across age, gender, socio economic and
geographic groupings. A key takeaway from the MDG period was the need to tackle the
inequalities and uneven progress by targeting interventions and resources in a fair and
equitable manner. This set the theme for the ensuing Sustainable Development Goals
2030 Agenda (SDGs).

With the slogan “Leave no one behind” as a core principle, the SDGs promise to
reach out to every individual to arrest these inequalities. This creates a phenomena
wherein the information needs of countries shifts from the collective to the individual to
be able to provide public services in an equitable manner. The Gambia is a developing
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country in sub-Saharan Africa that has aligned its national education policy with SDG4
(SDG for Education) which emphasizes the need to “ensure inclusive and equitable
quality education and promote lifelong learning opportunities for all”. In particular,
SDG Target 4.5 stresses the need to “ensure equal access to all levels of education and
vocational training for the vulnerable, including persons with disabilities, indigenous
peoples and children in vulnerable situations”. The implications are that data needs to be
disaggregated by gender, location, wealth quintile and other factors, such as disabilities
and income levels (Unicef 2020). Consequently, the national Education Management
Information System (EMIS) needs to handle data on individuals disaggregated by a
wide range of socio-economic factors (Alvesson and Viñuela 2014) to target individual
learners in terms of interventions, track their progress for early warning mechanisms
and identifying and capturing the out-of-school learners.

The Gambia’s Ministry of Basic and Secondary Education is shifting its EMIS to
collect individual level data. This includes a granularization of EMIS data and tools,
digitalization of EMIS process, and decentralization of Key EMIS functions to schools.
As the increased volume of information processing is enabled by the digitalization
of EMIS routines, the ensuring workload could easily overwhelm the system if key
EMIS functions aren’t decentralized. This paper zooms in on this and discusses four
decentralization dimensions to understand the implications of the EMIS shift.

Empirically, this paper concerns the steps taken towards a decentralized EMIS in
the Gambia. First, in section two, we review relevant literature on decentralization and
centralization of management information systems. Our literature review synthesizes
four dimensions alongwhich decentralization and centralization needs to be balanced. In
Sect. 3, we describe our methods, which is followed by accounts from our empirical case
(Sect. 4). In the discussion part of our paper, Sect. 5, we consider how the implementation
of an EMIS, aimed at supporting evidence-based decision-making for inclusive and
quality education, brings into play different EMIS decentralization dimensions. Finally,
we offer some concluding remarks on the implications of the study.

2 IS Centralization and Decentralization

The centralization versus decentralization of information systems is an important but
complex debate with a long history and few simple answers (Ein-Dor and Segev 1978;
Hugoson 2009; Rockart and Leventer 1976). Most conceptualizations rely on some
notion of distance; distance between unit locations; distance between different levels of
organizational hierarchy or operations within an organization; the physical or organi-
zational distance between where decisions are made and where they are enacted (King
1984). There is no clear boundary between centralized anddecentralized information sys-
tems, but rather a core-periphery continuum (Heeks 1999; Rockart and Leventer 1976).
The basic questions regarding centralization and decentralization revolve around tailor-
ing organizational arrangements to meet the constraints of organization size, the nature
of the IT involved in organizational operations, and the needs of different organizational
actors (King 1984).

Chang (2006) defined IS decentralization from the perspective of decision making
as “the act or process of assigning the decision-making authority to lower levels of an
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organizational hierarchy”. The lower the average level at which decisions are made, the
greater is the decentralization (Chang 2006). King (1984) divides decentralization into
three separate areas: physical location, function, and control. Control concerns the locus
of decision-making in the organization. Physical location concerns where operations and
responsibilities are located in physical space, whereas function refers to the placement
of a responsibility within the organizational structure (King 1984).

Dimension of Decentralization of MIS
Norton (1972) argues that the term “centralization” is meaningless with reference to
an information system as a whole. Instead, it must be “approached in terms of the
specific functions which make up the operations and management of an organization’s
information system” (Rockart and Leventer 1976). Accordingly, Norton clusters infor-
mation systems related activities into three categories: Systems Operations, Systems
Development, and Systems Management.

Norton (1972) further points out that centralization of system operations include the
applications that need information crossing hierarchical boundaries. Against centraliza-
tion, the complexity of operating systems, high risk of failure, high communication costs,
and competition for priority of service in centralized systems are argued (Rockart and
Leventer 1976). Norton subdivides systems development into its analysis, design and
programming phases. According to Norton, there is “fair consensus” that the analysis
phase should be decentralized. For the design and programming phases, with the level
of expertise and specialization involved in mind, centralization is peddled (Rockart and
Leventer 1976). Concerning systemmanagement, there is no clear consensus in literature
except for development of standardswhere the argument is in clear favor of centralization
(Rockart and Leventer 1976). Depending on changes in technology, economic situation,
available capacity and political interests (King 1984), the different aspects of an MIS
can be either centralized or decentralized at a given point in time.

(Ein-Dor and Segev 1978) identified five elements, the position of which should be
considered on the centralization-decentralization axis according:

1) Organizational structure: As Pick (2015) argued, the choice of centralization vs
decentralization may be influenced by the overall structural design of the organi-
zation housing the information technology. In the case of systems development
for example, decentralized organizations have been found to have problems of
inconsistency in data due to problems of syncing updates and reports.

2) MIS development and implementation: the degree to which MIS plans and projects
are formulated and executed centrally.

3) MIS unit: This element has two sub elements; a) the degree to which MIS resources
are controlled centrally. This included specialized personnel resources. b) The
degree to which the decentralized MIS units are centrally controlled. The MIS units
might have discretion with their decision-making or they could be an extension,
implementing decisions of the central MIS unit at headquarters.

4) IT resource: The degree to which IT infrastructure and computer equipment is geo-
graphically concentrated. In a decentralized system, the bulk of the infrastructure
could be located at the headquarters with smaller computers and devices at the lower
levels.
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5) Data and DataManagement in the organization. Redundancy is minimized by use of
a centralized database. Decentralized databases could result in lack of data element
standardization that is a major problem when it comes to synchronizing, processing
and analyzing data.

(Heeks 1999) identified8 ‘areas of responsibilities’ in dealingwith public sector orga-
nization information systems. These areas are; information systems planning, organiza-
tional structures and staffing, data management, computing and data management archi-
tecture, information systems development, information technology acquisition, training,
and technical support. He goes on to argue that centralization or decentralization of any of
these responsibilities have bothmerits and challenges. Centralization generally promotes
sharing of resources across the organization, avoids duplication and wastage, supports
learning and control, and lowers acquisition costs through bulk purchases. However,
centralization increases information system dependencies and vulnerabilities and weak-
ens responsiveness as information needs to flow all the way between the central unit and
the periphery to inform actio. There is also limited ability to accommodate heterogenous
local information system needs.

In contrast, decentralization is praised for its closer distance between the users and
the IS developers, easing IS designs around the local users’ needs and enabling rapid
development cycles. However, decentralization could create a barrier to sharing of data
and other resources, including human resources, due to the different information sys-
tems that are incompatible. It also limits central planning and control which results in
duplication of efforts and data redundancy reducing the efficiency of the information
system.

Instead of identifying where each of these areas of responsibility would fall on the
centralization-decentralization axis, Heeks recommended a different approach: a core-
periphery one. In this, he reconciles the centralization and decentralization approaches
into one where both the central and local actors would be involved in all areas of
responsibility.

Heeks’ in addition to Ein-Dor and Segev’s paper, among the papers we reviewed,
provided themost practical decomposition of information systems functions and respon-
sibilities that can bemapped to practical issues in the organization.Heeks’ paper is further
endeared to us by the fact that it’s from a similar public sector context. As a result, we
synthesize the two papers into a framework that is both practical and focuses on the key
components to shed light on the decentralization process from our case.

Our synthesis of the IS centralization-decentralization literature, with an emphasis
on the public sector, results in a framework with 4 key dimensions to consider:

1. Organizational structures and staffing, including the structure of the MIS unit
2. Information systems planning, development and implementation
3. Computer architecture, hardware resources (management and acquisition)
4. Data management
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3 Methods

The Gambia is a relatively small developing country in a good position to experiment
with individual learner records on a national scale. Learnings from The Gambia may
inform similar initiatives in other parts of theworld. The EMIS decentralization initiative
is country driven and as such no buy-in was necessary, open access - no struggles in
gaining or maintaining access - to resources, people, documents, offices etc. One of the
authors has good access as a member of the national EMIS team and is involved in the
design and implementation of the action research project as well.

The purpose of this research is centered around understanding the steps taken by
the ministry towards the decentralization of the Gambia EMIS to the school level. We
employed a case study methodology within the interpretive research paradigm as we
follow the ministry’s decentralization process and how it has been interpreted by the
various stakeholders along the decentralization chain. The research covers the start of
the project in January 2019 to its current state with the two authors very much involved
from the beginning. The first author is more hands-on as a member of the local team
that conceived the project and also one of the leaders of the implementation team.
The second author follows the project from a distance, which allows for a birds eye
view on project activity and findings. The authors balance out each other’s positional
shortcomings granting the research project both analytical rigor and local relevance.

3.1 Case Background

In the Gambia, a political progression towards decentralization is based on the 1997
Constitution, the Local Government Act (2002) and the Local Government Finance and
Audit Act (2004). These legislations set out to fundamentally restructure the public
sector through extensive fiscal and functional decentralization. Local government areas
(2 Municipalities and 5 Councils), structures and officers, were granted authority to
provide basic services in education, health, agriculture, road maintenance, sanitation
and animal husbandry (Alam 2009). The Education Sector has attempted to decentralize
its functions, such as control of schools, throughRegional EducationDirectorates located
in each municipality and council. The two municipalities, both in urban areas, were able
to open new schools. However, due to lack of expertise and constrained finances, the
control of schools was transferred back to the central government shortly thereafter. The
councils, mostly in rural areas, found themselves unable to even open new schools. The
education sector, like other sectors, still remains under central government control.

The ministry of education in the Gambia has recognized the importance of EMIS to
support decentralization and make strides towards the policy goal of inclusive quality
education for all. This is why the EMIS is being decentralized to the school level in
tandem with a shift from aggregate to individual level data about learners.

In early 2019, the ministry of education in the Gambia invited Health Information
Systems Programmes Center from the University of Oslo, Norway (HISP UiO) and
and its regional arm, HISP West and Central Africa(HISP-WCA), to a workshop at
the MoBSE offices in to discuss the current state of EMIS in Gambia, ongoing EMIS
strengthening efforts by the ministry and to identify the implementation scope of the
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EMIS-HISP UiO support project. Among the key outcomes of the workshop was an
agreement to experiment with eRegisters for students and teachers in schools.

The Ministry of Basic and Secondary Education in the Gambia has customized and
implemented the Free and Open Source DHIS2 software application as the new plat-
form for the Education Management Information System (EMIS) in the Gambia. The
Health Information Systems Programme (HISP) research group, located at the Depart-
ment of Informatics, University of Oslo, is coordinating the development of the DHIS2
software and is providing support to implementation teams in various countries. HISP
West and Central Africa as a regional organization and a partner of HISP/Department of
Informatics, University of Oslo is responsible for coordinating and carrying Information
System implementation, assessment, planning, capacity building and research activities
in the West and Central Africa region within the HISP network. HISP-WCA trained the
core EMIS staff of the ministry on the DHIS2, and supported the ministry during the
configuration of the platform for tracking students and teachers to be implemented at
the school level.

The education management system has three main levels, the central ministry of
education, the regional education directorates, and the schools. There is a fourth level,
in between the regional education directorates and the schools, called “Clusters” which
are composed of clusters of schools for easier management and supervision, by cluster
monitors (school inspectors). The cluster monitors are attached to the regional education
directorates as there are no permanent structures that represent the cluster level. Due to
resource constraints, only public Lower Basic Schools, Upper Basic School and Senior
Secondary Schools are targeted in the initial EMIS decentralization initiative.

3.2 Data Collection and Data Analysis

Data collection started in January 2019 when the planning and development of tools
began to around June 2021 when pilot implementation in two regions was concluded.
Along the way, a pre-pilot test was held where teachers were trained and then observed
while they used the system to register students. During the pilot, head teacher meetings
were held to inform about the planned shift and notes were taken of their comments
and reactions. Interviews were held with senior officials of the ministry - head of EMIS
unit, EMIS advisor to the ministry and a former permanent secretary of the ministry -
to identify their motivations and expectations with the EMIS shift. Discussion sessions
were also held with regional officers to understand what their needs and concerns are
and how this shift could affect their roles.

Document studies were also conducted covering the national education policy and
strategic plan, national development plan and local government acts. These documents
provided context and some background into the project giving us better understanding
of the motivations and vision of the ‘EMIS shift’.

We began to make sense of the data early into the data collection process.We applied
qualitative data analysis to identify key themes that were coded and grouped. The group-
ing helped distinguish the main dimensions along which we could analyze the data using
the synthesized framework and Heeks core-periphery concept.
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4 EMIS Decentralization in the Gambia

Currently, the central EMIS unit is overwhelmed with more schools opening each year
and continuously expanding national and international data requirements. The ongoing
shift to individual learner data poses significant data processing demands that cannot be
handled by the central unit alone. The central EMIS unit would ideally spend its time
and resources on making sense of the data and designing programs and interventions to
improve the quality of education and mitigate barriers to social inclusion. EMIS decen-
tralization has the potential to strengthen local ownership and enhance the utilization of
data for decision-making at regional, cluster and school level.

4.1 Implementation of the “EMIS Shift”

HISP UiO, through its regional arm, HISP-WCA, has supported the central EMIS unit
in designing a solution to collect individual level student data at school level. Amongst
the key processes in school administration are the admission and registration of children
into the school, recording of student attendance, monitoring of performance, tracking of
disciplinary records of students etc. The solution designed by the EMIS team incorpo-
rated all of the above key processes, but the ensuing pilot only focused on the admission
and registration of students, as this is the entry point to student management processes
in the schools.

The initial phase involved 200 schools of all primary and secondary education levels
in two regions consisting of both urban and rural communities. Findings from the first
phase were expected to inform a subsequent national implementation as the two chosen
regions contained all the demographics in the country. Each of the 200 schools was
supplied with a Chromebook to be used during enrollment of students. Chromebooks
were chosen to leverage the offline capabilities of the DHIS2 android tracker app, as
many of the schools have very limited access to the internet. This allows the schools to
enroll students as they show up and periodically synchronize data with the server when
there is internet access.

During the implementation, regional officers were invited to discuss the planning of
the teacher training and help in the configuration of the Chromebooks. They supported
the central EMIS team on conducting the training and served as regional support staff
to schools. A head teacher meeting was organized to present the idea of the shift to
individual data. Each head teacher was then tasked to delegate three (3) representatives
from the schools, on account of the risks involved in ‘putting all our eggs in one basket’,
to be trained on enrolling students using the chromebooks and synchronizing data. It
was also suggested that schools use the trainees to train other teachers in their schools to
furthermitigate against capacity issues due to teacher transfer, promotion etc.Most of the
trainees identified were teachers because they are mostly responsible for the admission
and registration of students as many of the schools don’t have auxiliary staff to take up
these responsibilities.

Through the use of managerial Dashboards on the DHIS2 platforms, both the central
ministry and the regional offices nowhave real time access to enrolment data and analysis
based on various demographics of the students. However, there is a plan to conduct an
extended training of the regional officers on the use of DHIS2 as a reporting and analysis
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tool to support their monitoring and oversight functions. The schools can access the
dashboards too, either through the web or through the DHIS2 dashboard android app,
installed alongside the tracker app in the chromebooks. The schools, however, need
internet connectivity to access the DHIS2 Dashboards. Internet connectivity is one of
the main constraints facing the implementation.

4.2 Institutional Reception

The initiative, as expected, was well received at the central and regional levels, although
the regional officers pleaded for more involvement in shaping the project and for
increased capacity building to use and manage the system to meet their information
needs.

At the school level, the reaction was mixed. Some schools appreciated the initiative
as they saw the need for progress and the role of IT in it. Some envisioned that the solution
would help bring about their routine activities in the schools. Others were able to relate
to the need for individual data and motivations for the “shift”, while others recognized
the digital innovations ongoing in other sectors and were glad education was not being
left behind. Nevertheless, a few schools were concerned with the implications for their
existing data systems: would they need to throw them out in favor of this new initiative?
This also resulted in concerns for interoperability between systems at the school level.

However, almost an equal number of school representatives doubted the feasibility of
the initiative citing the history of the central units designing seemingly well thought out
plans only to fail during implementation. Some bemoaned the unavailability of critical
resources in some schools including internet access, electricity and staff. A few made
reference to more pressing matters – dilapidated structures, learning materials, teacher
motivation, performance issues (~ learning crisis) - that needed more urgent attention.
From an operational point of view, concerns were raised regarding the authority of the
ministry to collect individual data on learners and the legal grounds for it. A few schools,
all private, blatantly refused to participate in the exercises, citing international laws on
data privacy, confidentiality and security. Some argued that digital registration of students
using the devices are not part of the teachers’ Terms of Reference and that they are not
qualified to handle the data analysis and reporting needs of the schools. Instead, they
suggested qualified personnel to be trained and posted to each school.

Drawing on the synthesized framework, we outline the ongoing EMIS decentraliza-
tion in the Gambia and the apparent trade-offs between centralization and decentraliza-
tion. System development includes analysis, design and development of information sys-
tems pertaining to the EMIS shift. Due to the level of expertise required and shortage of
distributed capacity to develop components of the information system, this component is
largely centralized. However, the development process is nonetheless informed by a par-
ticipatory approach involving a combination of HISP WCA (mentioned in background
above) for technical support and training, MoBSE technical and organizational stew-
ardship, and representation of different stakeholders and user groups from the regional,
cluster and school levels.

System management includes the administrative aspects of planning, developing,
operating and controlling of the system. For the sake of uniformity of reporting, stan-
dardization of tools and procurement of electronic equipment, this component is largely
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centralized. There are specific procurement rules public institutions in the Gambia
must follow when purchasing equipment. Decentralization of this process tantamount
to unnecessary repetition of the same procurement process that might result in delays
and procurement of sub-standard, incompatible or heterogenous equipment that will be
hard to maintain.

System operations comprises the infrastructure, including the hardware, operations
and human personnel. This component is largely decentralized because of huge pro-
cessing tasks demanded by the shift in the data system. Computers will be provided
at all public schools with the new information system available locally to handle the
daily information processing needs. Network infrastructures will be provided to enable
the transfer of information between the schools, regional directorates and the central
EMIS unit at the ministry of education headquarters. Support staff will also be trained
and made available either at the schools or at the regional directorates to support data
processing activities and the maintenance of the information system.

5 Analysis

5.1 Framework Analysis

The synthesized framework when applied to our empirical case emphasized four
dimensions.

5.1.1 Organizational Structures and Staffing, Including the Structure of the MIS
Unit

This dimension concerns how the organization partitions the responsibilities of develop-
ment efforts and data management along its hierarchy between the central and local staff.
In the case we studied, the central ministry trained staff at the school level to handle local
data processing needs while handling their routine tasks in school in what Heeks (1999)
dubs “hybrid staff”. In supporting the school level users on maintenance and making
best use of the information systems, regional staffs were identified as focal points for
the schools but the central ministry is yet to fully train them on supporting schools and
managing the data systems to relieve the stress on the schools of challenges related to
remote support and decentralize that responsibility away form the central staff.

5.1.2 Information Systems Planning, Development and Implementation

The IS development dimension concerns the involvement and level of participation of
end users and local units in the planning, development and implementation of the infor-
mation system. It also includes the planning and coordination of training packages and
the support rendered to the end users which always follows the development and imple-
mentation of any information system. During the planning stages, research work was
conducted at the school level studying the data needs and the flow of information. Stake-
holders were interviewed, which contributed to the design of the information system.
The design and development of the information system was mostly handled centrally.
However, a participatory evaluation of the system was carried out in a couple of schools
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generating invaluable feedback for the developers. The implementation and training was
conducted with the full participation of the regional staff with the ongoing support also
their responsibility.

5.1.3 Computer Architecture, Hardware Resources (Management and Acquisi-
tion)

The computer architecture in practice is a client/servermodel as ismost common in core-
periphery approaches (Heeks 1999). The server is hosted on the internet and accessible
to the end users via the web or mobile applications. The purchase of hardware is handled
centrally as is their replacement but feedback and suggestions from user experiences is
invaluable for the central team to fulfill its coordinating and supportive role.

5.1.4 Data Management

Datamanagement dimension consists of defining thedivisionbetween the central and end
users on the creation, alteration, usage and control of data items within the information
system. Data management was mostly handled centrally with the more ‘generic’ data
relevant across all the levels and the more ‘specific’ data most relevant to the schools.
The schools, however, are very homogenous across the country with close similarities in
terms of structure, operation and information needs. Introducing specific data needs for
each would increase the complexity of the systemmany fold. This makes the study cited
above more important as specific data items common to the schools were introduced
(many socio-economic indicators of the student) which has more relevance to the school
than the central level.

6 Discussion

Centralized management is deeply rooted in the colonial history of the Gambia. Most
sectors, including education, practiced centralized management until the local govern-
ment act (2002) was passed. The implications of decentralization in such “a historically
embedded system” (Sahay et al. 2010, p. 31) is highly dependent on the commitment
and will of the top authorities, which, in the case of the Gambia, is very strong.

The central EMIS unit has long used theEMIS for generating statistics and reports for
central management. The new individual learner information system offers much more
than mere generation of statistics. The system is intended to facilitate administrative
processes in the school like student admission and registration, assessment, disciplinary
records and class allocations/timetabling. In addition, it is a monitoring tool to aid the
regional education directorates in their planning and oversight functions over the schools.

With the introduction of ICT in all public schools, it is highly unlikely that a resource-
constrained country will afford to place ICT technicians and information processing
clerks in all schools, at least not in the short term. The bulk of the data processing
responsibilities, including attendance and assessment, will be placed on the teachers
who, others might argue, are already overburdened. The fact that data processing is
technically not part of their “TOR” makes this issue complicated. The implications of
this contradiction could be devastating for the project as a whole as data processing is
an integral part of any information system.
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7 Conclusion

The four decentralization dimensions, which we identified and developed into a frame-
work and applied analytically in this case study, are all significant in the process of
implementing an individual learner information system vis-a-vis an existing aggregate
education management information system. Awareness around IS decentralization and
its tradeoffs and interdependencies across different dimensions is critical as public sec-
tors in developing economies move towards collecting more and more granular and
individualized education data. The determination and will of education sector author-
ities to decentralize EMIS functions, to ensure progress towards social inclusion and
equitable quality learning, are essential to this end, but is not sufficient on its own.

In the education sector, the push for data is informed by aspirations to make learning
socially inclusive and equitable. This will need to go hand-in-hand with decentralization
of key EMIS functions. Yet, decentralization of data handling tasks needs to be weighed
against the availability of qualified staff at the school level. In theory, decentralization
means distribution of power. However, it can also simply mean that overburdened teach-
ers get even more data to collect, without time for reflection and self improvement.
Here, we have identified and described four key dimensions along which EMIS can be
centralized or decentralized along a continuum:organizational structures and staffing,
information systems planning, development and implementation, computer architecture
and hardware resources, and data management. We believe decentralization along these
dimensions need to be weighted carefully to ensure sustainable local empowerment
without overburdening of local staff. Furthermore, decentralization needs to involve all
organizational levels, including middle management levels, such as education sector
regions, so that they can actively support the new decentralized responsibilities of the
level below.
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Abstract. Making it possible to identify and include marginalized population
groups in routine health information systems is a means of digital inclusion. Our
study examined the question of How can health information systems be designed
and implemented to enable the representation of marginalized population groups?
Through a series of iterative quality improvement assessments (2016–2019) of
the health information system in Lao PDR a number of substantial changes were
made to the routine health information systems. In our analysis we use Zuboff’s
notion of representation to illustrate how the development and implementation of a
digital register in combination with the family information system enables digital
representation of marginalized populations and communities. The impact of the
changes implemented over the 4 years has addressed many challenges within the
health information that enables representation. But we argue that addressing social
exclusion requires more than representation.

Keywords: Lao PDR · DHIS2 · Representation · Improvement science · Zuboff

1 Introduction

Exclusion is a complex and multifaceted condition and focuses attention on what Sen
calls the’relational roots of deprivation’ [1]. The term exclusion is often used to iden-
tify various types of social disadvantage in employment, education, housing, health,
and social networks: ‘generally it describes the state of disadvantage faced by particu-
lar groups who are felt to be removed from mainstream society, and who cannot fully
participate in normal life’ [2, p.17]. Exclusion means many vulnerable people do not
have access to health and social services. Health seeking and care-giving practices are
generally poor [2]. Knowledge of their rights and entitlements is often limited and that
exacerbates their inaccessibility of health services [3]. Often, vulnerable populations do
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not have the necessary documentation to access the services [4]. Additionally, vulnera-
bility is not a state of being, but a continuum - a pathway that can be taken and exited
from as the context changes [5, 6].

The rationale underpinning the implementation research presented in this paper is
that to address exclusion from health care services there needs to be awareness and
visibility of the situation. A Health Information System (HIS) can be used to identify
the excluded. With HIS highlighting or making visible those not serviced by the health
facilities the HIS can be used for advocating and influencing decisions and policies
for the rights of inclusion of vulnerable populations. From this visibility stakeholders
and services can then be mobilized to address the situation by acting effectively on the
information being produced.

Making it possible to identify and include marginalized population groups are key
aspects of the case of developing and assessing the HIS in Lao PDR. This paper explores
the process and results of iterative assessment cycles for the quality improvement of Lao
PDR HIS. In describing the process and outcomes of the assessments, we highlight key
interventions and the approaches adopted by the Lao PDR Ministry of Health (MoH)
to improve the HIS. These interventions included the development of digital registers
for immunized children and a family folder project aimed at establishing a register of
the entire population. In this way this article highlights the process and actions taken
that address the question of: How can HIS be designed and implemented to enable the
representation of marginalized population groups?

2 Exclusion, Representation and HIS

Worldwide, nearly 230 million children under 5 years old do not have a birth certificate
[4]. More than 24 million Indonesian children remaining undocumented [7]. As noted
above this lack of documentation is linked with reduced access to health, social services,
and education [4, 8]. For Lao PDR it is estimated that less than 90% of all children have
been vaccinated for any childhood vaccine [9]. Various strategies have been developed
to attempt to guide services to address this gap and improve coverage, such as Reaching
Every Child (REC). This has led to a number of community based interventions such
as door-to-door vaccination, delivering vaccines beyond infancy, focusing on marginal-
ized populations [10]. Often the process of identifying the unreached is labor intensive.
For example, in Kenya low performing facilities were mapped using DHIS2 and Quan-
tum Geographical Information System (QGIS) and then a 3-day door-to-door defaulter
tracing by community health volunteers was conducted with defaulters being immu-
nized by a nurse [11]. Additionally, identifying the zero dose children can be difficult
to calculate if the target population denominators are not accurate. Challenges related
to denominator data often relate to disputes over official census data and changes in the
geography of administrative and health subdivisions in countries. This can lead to alter-
native denominator data being used across programs and between levels of the health
system [12]. The challenges for estimating denominators are also attributable to catch-
ment area calculations and care-seeking behaviors [13]. Even when there is a reliable
catchment area population estimate using the census people often seek care from health
facilities outside their district of residence resulting in some districts having coverage
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of over 100% and others have very low coverage [13] - this is commonly referred to as
the ‘numerator/denominator mismatch’.

ICTs have also been argued as a useful means to include excluded or marginalized
populations. Heeks discusses how the ‘bottom billion’ of the world’s population can
be socially, politically, economically and psychologically excluded and that ICTs can
assist in decreasing this exclusion [14]. However despite the proliferation of different
community based information systems the majority of routine national HIS have data
from the health facilities as the lowest level of data collected [15, 16]. Consequently,
data is not captured on those not accessing formal health services. Even for HIS that
partially include community sourced data the quality and coverage can mean that data
is still missing [17] and the marginalized are still not represented in the formal HIS
[18]. However, there are a number of examples where information systems have been
historically used to address vulnerability, often with NGO’s acting as intermediaries
[19]. Improved information infrastructure in these marginalised communities, can lead
to better health services because of increased transparency and increased opportunity
for political and social pressure. Through a parable (Annapurna wanting somebody to
dig her garden, but finding it difficult to choose one of three laborers, as each would be
chosen if different criteria, such as poverty, unhappiness and illness, was used to inform
the making of the decision) Sen explains how decisions made are dependent on the
informational base and indicators selected [1, p. 54]. So the process of IS development
clearly determines the picture created and views expressed. Equally important to the
information that is included is the information that is excluded.

In our analysis we use Zuboff’s [20] notion of representation as derived from her
two terms automate and informate, which are used to capture the distinction between
technology in general and digital technology specifically. While automating refers to
computational power, informating refers to the ability of information technology to rep-
resent and textualisework being performed. In Zuboff’s analysis, all technologies, digital
ones included, come with the potential to automate. What makes digital technologies
distinct are their additional potential to also informate and that they do not consume
their ‘input factors’ i.e. data and their outputs (information) may be used as input to
open-ended purposes still without consuming the ‘input factor’. The ‘textualisation’ or
datafication, is then, typically, an (unintended) bi-product of digital technology. With
this, Zuboff recognized a potential for empowerment, user participation and processes
of learning. Informate creates the potential for additional uses of digital technology sup-
plementing the intended ones that cater for the immediate automation related efficiency
concerns of the users.

3 Setting: Lao PDR HIS

Under the framework of the health sector reform, the Lao PDR MoH approved the
introduction of DHIS2 – a web-based, open source software for health information
system (HIS) in early 2014 replacing the previous Excel based system [see 21 for more
detail]. By the end of 2017, the HIS aggregated data from 9 health programmes and
all the public health facilities nationally were collected within DHIS2. Lao PDR also
gradually developed modules and sub systems in DHIS2 for a number of additional
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health program specific digital interventions, such as case based tracking of tuberculosis
and HIV, and systems supporting the elimination of malaria. Mother and Child Health
(MCH) and Immunization (EPI) are two of the priority programmes in the MoH.

Lao PDR had EPI coverages amongst the lowest in the region1 with EPI data mainly
being used for reporting purposes rather than for action or decision making [22]. EPI
continued to use their Excel based reporting in parallel to DHIS2 for several years
longer than the other programs (until 2018), despite a Ministerial Decree stating that all
data should be integrated in DHIS2. An important reason for the parallel reporting was
that the DHIS2 and the Excel systems generated different data and indicators. DHIS2
generated lower values for indicators than the values generated by the long standing
Excel based systems for EPI which lead to managers and health workers unsure of
which data source to use. Having duplicate data collection systems also increased the
burden of data collection and reporting at health facilities.

Additional differences were that DHIS2 is designed to provide health facility service
coverage datawhereas EPI needs population coverage. TheEPI programme also required
data, such as vaccines stocks and campaign data, that was not included in DHIS2. There
were also data quality problems stemming from the numerous data collection tools health
workers needed to consult to generate indicators. For example, to track the vaccination
for each child both the child’s record at their residence and a chain of records needed
to be checked requiring considerable back and forth checking in the facility hierarchy.
This process of data collection and calculation of indicators compromised data quality.

4 Methodology

The overall design adopted in this project was Improvement Science. Improvement sci-
ence focuses specifically on healthcare improvement with the goal to determine which
improvement strategies work whilst simultaneously assuring effective and safe patient
care. Improvement Science embraces many of the principles of other research designs
such as implementation science, knowledge translation, and action research, but it is
specifically designed to focus on what works best in complex situations, such as a
healthcare setting. The overriding goal of improvement science is to ensure that quality
improvement efforts are based on evidence (the theoretical gapmentioned above) as well
as best practices [23]. Like implementation science and action research improvement
science makes a specific contribution in the research setting itself. However, improve-
ment science places a strong emphasis on the process of change and more involvement
and buy-in from stakeholders is expected than in other research approaches. The ratio-
nale being that with increased involvement and capacity development results in more
sustainable processes and outcomes. There have been a wide array of approaches that
relate to improvement science, such as ‘ translational research targets, evidence-based
care, accreditation and external accountability for quality and safety, risk management,
error prevention, organizational development, leadership and frontline enhancement, and
complex adaptive systems frameworks’ [24]. Our approach was based on TheModel for
Improvement developed by Associates in Process Improvement [25].

1 https://www.gavi.org/programmes-impact/country-hub/west-pacific/lao-pdr.

https://www.gavi.org/programmes-impact/country-hub/west-pacific/lao-pdr
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Over four years, assessments of the routine health information systems resulted in
recommended changes. The process of assessments undertaken was iterative - where
results of initiated changes based on previous assessments were evaluated and further
improvements made. Results from several assessment cycles are presented in this article.
Assessments took place with a different focus annually from 2016 to 2019 (see Table 1),
but also used a common assessment framework. Each assessment looked at:

• Legal and policy framework: data governance, coordination, legislation and support
• Human Capacity: training, supportive supervision, back up, guidance and aids
• Standardization:metadata standards, SOPs, analytic dashboard, data quality assurance
• Funding: planning, partners/donors harmonization, costing
• Infrastructure: computers, internet, electricity, mobile phones, 3G
• Data use: reports, feedback, review

The main focus of the assessments was on quality improvement where after each
assessment the various stakeholders discussed and agreed on a number of actions to
address the challenges or bottlenecks identified.The followingyear the assessmentwould
identify whether the interventions or activities previously identified had addressed the
challenges and if further improvements could be made. The process in general was to
use the common assessment framework to review the routine reporting as well as having
stakeholder’s meetings throughout the assessment. For example, having meetings with
stakeholders at Ministry of Health, WHO and the EPI program at central level and then
also including some provincial, district and facility visits. For example, in 2018. Luang
Prabang and Champasak provinces as well as 6 districts and 8 health facilities in these
provinces.

Table 1. Specific focus of evaluation 2016–2019

Year Focus of assessment

2016 Data quality and governance

2017 MCH

2018 EPI and addressing the parallel data collection systems (DHIS2 and Excel)

2019 Reviewing the previous implementation and whether recommended actions had been
taken

were visited. In health facilities, and district and province offices the evaluation
team studied all aspects of data registration, collection and reporting as well as routines
for data validation and data use. Teams generally comprised representatives from the
program under review, WHO, World Bank, MoH and University of Oslo (see Table 2
for details for all years).

In the provinces, the assessment started with a larger meeting where objectives and
methods were presented and discussed and a similar meeting was conducted after the
assessment to present and discuss findings. Generally, people from the provincial health
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information unit took part in the assessment at district and facility levels. In the districts,
managers and staff from all program areas took part in a joint meeting to review all
data collection and reporting routines and challenges before going into the details of the
particular focus of the evaluation.

In the health facilities all the facility and village register books and reporting tools
were reviewed and there was a discussion and demonstrations on how the registers, tools
and data are used.Usually therewas a large number of registers (see Fig. 1). Observations
and discussions took place on how data was validated and compiled from the various
log books at field level and facility level and how this was reported and entered into
electronic systems.

5 Findings and Interventions

The main challenges identified and the actions taken each year are summarized in Fig. 3.
The actions listed were agreed upon with the MoH and concerned partners during the
feedback sessions following the evaluations to address the priority issues raised. Often
one action taken would necessitate another action or intervention, such as facility data
collection in DHIS2 required addressing the connectivity challenges facility staff had.
A number of changes made as a result of these evaluations had a major impact in
identifying the excluded population groups fromhealth services. These changes involved
the development of a digital register and a family folder.

5.1 Digital Register

The Lao PDR MoH has divided villages into three zones where zone 2 and 3 represents
areas that are hard to reach and which are a priority for health programs such as the EPI
and MCH. A problem identified with DHIS2 was that reliable area or population based
coverage indicators data on immunized children or ANC visits could not be calculated.
This was because the data reported was based on the health facility where the child was
immunized or ANC attended and not the village where the child or woman came from. In
this way only service level coverages could be calculated. The provincial hospitals, for
example, carry out a significant number of immunizations andmany children immunized
are from villages in districts outside the provincial capital.

To address this problem there was a move to case based rather than aggregate data
reporting so that individual cases could be linked to areas – or more concretely to a
village. This necessitated recording the village the individual was from/living in. This
would enable then service provision coverages as well as population based/ geographical
based coverage for EPI and MCH. The event capture functionality in DHIS2 was used.
Event means that there is one data entry for every time the child comes for immunization.
Each case could then be registered with date of birth, sex and vaccines given and linked
to the village the child lived in rather than where the place where they received the
service.

A similar, but somewhat simpler solution was suggested for theMCHANC program
where only the ANCfirst visit cases, linked to the village, would be included. This would
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Table 2. Meetings and visits conducted as part of annual assessments

Year Meetings Observational visits

2016 • Annual DHIS2 review meeting with health program managers,
stakeholders, development partners and HISP Vietnam team

• Millennium Development Goals (MDGs) Lao PDR status
dashboard demo and meeting with all the health departments
and stakeholders towards publishing health data for public view

• Workshop and meetings on data administration, data collection
and verification principle with Central and province health staff,
DHIS2 core staff, WHO Lao team members, Development
Partners and HISP Vietnam

• 6 provinces
• 12 districts
• 15 health
facilities

2017 • Annual DHIS2 review meeting with health program managers,
stakeholders, development partners

• Meeting with WHO staff, MOH and development partner on
Lao PDR status on UHC (Universal Health coverage) and SDGs
(Sustainable Development Goals)

• Data quality review workshop with central and province level
health manager, WHO staff and HISP Vietnam

• 4 provinces
• 8 districts
• 12 health
facilities

2018 • Annual DHIS2 review meeting with health program managers,
stakeholders, development partners

• Introduction meeting with EPI department on parallel system
and advantage of online system

• Review meetings of EPI data collection registers and forms with
MOH central level staff, WHO Lao team members, EPI
managers and GAVI members

• Province and district level data quality meeting with Province
and district health managers, WHO Lao team members, Central
level MoH Staff

• 3 provinces
• 6 districts
• 8 health facilities

2019 • Data uses and analysis meeting and workshop for central and
province level health program managers

• Meeting with EPI, GAVI, WHO Lao team members, MOH staff
on EPI data collection review and status

• Province and district level data quality meeting with Province
and district health managers, WHO Lao team members, Central
level MoH Staff

• 2 provinces
• 9 districts
• 10 health
facilities

enable the key ANC related indicators to be calculated and, given that each case would
be registered electronically, validated.

In order to achieve this shift in data collection, two challenges needed to be addressed:

1. A current and up to date village list: the current 9200 villages in Lao PDR that are
included in DHIS2, were the official list and used as enumerator areas for the census,
but a standardized list was not in place - different users used different names for the
same villages and different programs have different lists. Standardizing the village
list was needed.
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Fig. 1. Collection of active log books and paper tools in one health center

2. Connectivity issues and unique patient identifiers: Internet is not available or is unre-
liable in most of Lao PDR, but internet would be required for case based reporting.
Poor internet connectivity could mean that individuals with similar names could
be entered without the system being able to detect the conflict, or the same person
could be entered multiple times with slightly different spellings of the name. There
is no unique person identifier in Lao PDR. This challenge was addressed by devel-
oping and implementing an offline case based event capture app – a data capture app
that could push data to DHIS2 when the Internet was available. Off-line data entry
meant that the data could be entered on a laptop and then synced when there was a
connection. The offline app is programmed to locally generate unique identification
(DHIS2 event UID) for each case, so that when user make any changes in offline
mode can be synchronized to online DHIS2 instance and vice versa. If data is purely
entered in online, health facility user can synchronize their data locally when they
have internet connection. SOPs were created in coordination with MOH staff, EPI
department and WHO Team members on duration of data synchronization.

The app was developed by the HISP Vietnam team and implemented in all health
facilities in 2 provinces in 2018. The offline app includes the entire list of 9200 villages
in Lao PDR with coordinates, so cases can be linked to the correct village. When the
Internet is available, the online app can be used. Later evaluations showed that this
online feature became the most important part of the app. The app was developed for
initially for MCH and offered the potential of identifying for example # deliveries and
ANC1 visits per facility/zone. The main purpose was to enable entering of data at the
level of collection - previously data was entered at district level which required all the
paper records, folders and registers to be transported to the district and often there were
too many to carry. So data entry changed from district entry to systematic facility level
DHIS2 data entry which is then validated at district level (Fig. 2).

The 2018 evaluation explored the use of parallel systems (Excel and DHIS2) in EPI
data collection. The reasons for this as noted above were issues with service versus
population coverage, and confusion on which system to use as data from the two were
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Fig. 2. Timeline of the DHIS2/HIS integrated system in Lao PDR

not the same. During the evaluation it was discovered that in fact data was being exported
from DHIS2 to an excel file and that this was being used for the excel calculations, so in
fact there was confidence in DHIS2 as a system. By addressing the coverage problem,
and ability to work offline, excel was no longer needed nor used as a parallel system.

5.2 Family Folder Project

Another change in the HIS was the use of tracker in DHIS2 to collect family and house-
hold data. The family and household data is obtained through an annual paper-based
survey conducted by the community health worker for every village. In Lao PDR village
boundaries are coterminous with facility catchment boundaries so using the data from
the survey facilities generate a household profile for each household in their catchment
area. However, in urban areas there are a number of villages that do not match facility
level directly and these villages are entered into the system as separate organizational
units at district level.

The data from the survey is compared with the census estimates which are calculated
for the facilities by the district staff. As illustrated in Fig. 3 most of the households are
included in DHIS2.

Additionally, there is a goodmatch with the census estimates and village level survey
data in relation to denominators (see Fig. 4). However as can be seen in Fig. 4 there are
larger discrepancies in urban areas. This is largely due to the mobility of the urban
population, but is also impacted by the migrant workforce.

The challenge of a standardized village list has also been addressed. This list is
maintained by the Department of Home Affairs and the MoH is responsible for linking
the villages to facilities.
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Fig. 3. Households registered versus census estimates

Fig. 4. Comparison of population with registered members on the family information system

6 Discussion

Data about immunized children and pregnant women in each village is now available
and these clients are now digitally represented and included in the registers online or
offline. But what about the children that have not been immunized? As a director of
the GAVI vaccine alliance said when being presented the case based register: “I am not
interested in the children in the register”, as they have got their vaccines. “I am only
interested in those children not in the registers - the zero dose children”. ‘Zero dose’ is
defined as children missing one or more doses of vaccination.

Indirectly, by combining the data with the population linked to the villages, the rep-
resentation of the immunized children could reveal information about those not having
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been immunized; by combining the number of immunized children with estimated num-
ber of children in the villages, areas of low immunization coverage may be identified,
and consequently also “zero dose children”. The family folder project aiming at digi-
tally representing the entire population is providing a more accurate population number
including infants in the villages. As village boundaries are coterminous with catchment
areas for facilities all children should then be included in the family survey. Combin-
ing the immunization register with the population register will then better enable the
identification of the children that not being vaccinated. By combining number of doses
given the first month of life with the number of doses being given at the 11th month
of life, a drop-out rate of infants missing doses of vaccination, by village, can be cal-
culated, as yet another informating aspect relating to the non-represented. Additionally,
with the development of the ‘family folder project’, all families in all villages and towns
in Laos are being registered in a DHIS2 application. The entire population will in this
way be digitally represented and enrolled in the census. This development will help
develop more accurate population figures for the villages. Linking the family folders to
the immunization register will facilitate all newborns being enrolled for immunization
and thereby further reducing the zero-dose problem.

However, for digital representation and inclusion for societal transformation to
become a reality, there are cultural, social and health service barriers to be overcome.
In visiting a health center in rural Laos as part of an evaluation of the information sys-
tems, the registers and reports were investigated. The data for ANC clients having had
their first visit compared with the estimated number of pregnant women revealed that a
significant number of pregnant women had not attended the services. Asking the health
workers to what extent they had analyzed the data and notified the low service coverage,
and if so, how they had acted upon the data to reach out, identify and enroll the women
missing their ANC services. The response was that the women in the areas in question
belonged to an ethnic minority group, which had a general low attendance and partici-
pation in the health services. Culture, ethnic differences and political issues alongside
education and knowledge about health are among the factors creating barriers between
marginalized groups and the health services. In this case also, the informating aspects of
the representation of those women attending the ANC services, led the attention to those
not attending the services. However, contrary to the immunization example, addressing
the non-served is not as simple as just identifying them and then providing the services.
Needed action would involve overcoming cultural barriers by active health promotion
and education among the groups with low participation as well as engaging commu-
nity leaders and the political levels. The transformative aspects of digital inclusion for
social justice are therefore not only about digital representation, but need to be under-
stood through the wider aspects of automating and informating dynamics addressing the
societal level.

In relation to addressing the ‘zero-dose’ by combining the number of immunized
children with estimated number of children in the villages, areas of low immunization
coverage may be identified, and consequently also “zero dose children”. This digital
representation was achieved through the combination of automating and informating,
which reflected Zuboff’s third dilemma of technique, providing new combinations of
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information and new potentials for use. Providing proactive health services and a recep-
tive population, we have illustrated here that digital representation may lead to the
inclusion in terms of provision of health services both for those digitally represented
and not represented.

In Zuboff’s conceptualizing of informating she highlights three sets of dilemmas:
1) of knowledge stemming from the representation of work performed which risks
deskillingworkers andmeaning being lost or changed; 2) of authority; knowledge affords
power and changes in knowledge may change the basis of power; 3) of technique; infor-
mating aspects are not fully controllable by management or health services who may
initially focus only on those represented, open for unintended consequences of inclusion
of those indirectly represented. The transformative aspects of digital inclusion for social
justice is therefore not only about digital representation, but needs to be understood
through the wider aspects of automating and informating dynamics addressing the soci-
etal level. The examples illustrate that digital representation may lead to inclusion of the
marginalized at increasing levels of informating and social action; 1) digital representa-
tion leads to direct enrollments for health services when included in the immunization
or ANC registers, 2) indirect inclusion through informating; data on those digitally
represented shed light on those not represented and enable their representation, and
3) informating reveals social in-justice and may lead to collective action at the societal
level for inclusion and social justice for themarginalized.Whether the knowledge, power
and technique leads to collection action goes beyond digital representation, but without
representation it is not possible. In our case, the representation of vaccinated children
indirectly helps identify non-vaccinated children, which is further facilitated through the
family folder project. Digital representation, in this way, may be seen as digital inclusion
of marginalized populations.

The implications for practice are:

• Different denominators are needed for service and population coverage indicators
• Different population denominators can result in different indicators
• Comparisons of data using different denominators enables conversations for better
understanding of what the indicators are measuring.

• Confidence in the data is needed for the data to be used.
• Using different sources of data facilitate representation of all families in HIS.

7 Conclusion

The development and implementation of a digital register that could be use offline and
online in combination with the family information system has addressed many of the
challenges exposed during the annual evaluation of Lao PDR’s HIS. Addressing service
and population coverage indicators and enabling comparisons of data using census based
denominators versus family survey denominator has meant the DHIS2 is now the only
system used for EPI and ANC. This saves time for the facility staff but also builds
confidence in the HIS. However more broadly it enables representation of all families
in DHIS2.

Zuboff’s analytical approach may be of equal, if not greater, relevance today as
“it may have an even stronger story to tell now than it did when first published” [20,
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p. 7] as a result of the expanding scope and reach of digitalization. As illustrated in our
examples, digital representation is of direct relevance to marginalized populations and
communities, and may be important factors in their societal inclusion and development.
The capacity to informate is an open-ended ability for repurposing, aggregation, and
further manipulation stemming from the fact that digital representations are not con-
sumed but “renders events, objects, and processes…visible, knowable, and shareable in
a new way” [2, p. 9]. However, a two pronged strategy is needed - first is through the
creation of awareness and visibility of the situation - representation in the system - and
the second through mobilizing the stakeholders and services to address this situation
by acting effectively on the information being produced. Overall these strategies can
be supported by designing an IS for action - an IS that can be used for advocating and
influencing decisions and policies for the rights of inclusion of vulnerable populations.
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Abstract. Globally, health information security and associated topics have
received considerable attention from both professionals and the academic com-
munity. The literature on the threats and mitigations when it comes to developing
countries is scarce, and tends to focus on issues such as cryptographic techniques
for secure safe data transmission or patients’ perceptions of data confidential-
ity. However, investigation of health information threats in relation to the local
context has received less attention. In this paper we reflect on a long-term and
global action research project that presents different perspectives on information
security. Operating in environments of absent or obsolete relevant jurisdiction,
poor institutional capacity for adherence and oversight, and limited awareness of
appropriate security and confidentiality issues, we note unique security and con-
fidentiality threats “where there is no CISO”. We reflect on mitigations adopted
over the years to counter rising threats, and provide recommendations for practice
and further research in this regard.

Keywords: Information security · Digital platforms · Data privacy · Data
confidentiality

1 Introduction

Information security is usually defined by the so-called CIA triad, i.e. the properties
confidentiality, integrity, and availability, or more precisely the safeguarding of these
properties. Examples of security-critical situations in the context of health informa-
tion systems (HIS) are: medical diagnoses shall only be accessible to authorized health
personnel and shall be kept confidential otherwise; an electronic medical prescription
shall not be changed, i.e. the integrity of the data set must be ensured; in case of an
emergency immediate access to medical data (e.g., possible drug allergies) is important,
therefore, uninterrupted availability of the health service is required. Violation of the
security goals in the aforementioned examples can have different consequences from
blackmailing with the threat of publishing medical conditions (or reputation loss due
to actual publication) to illness or death due to taking the wrong drug or dose. The
reasons for violation of information security are diverse. It can be caused by natural
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disasters, accidental misbehavior, malicious actions or other causes. The goal of infor-
mation security is the development and implementation of protective measures against
these violations. Typical examples are redundancies of services, backup of critical data,
control mechanisms to restrict access to data, cryptographic measures like encryption
or digital signatures to ensure confidentiality and integrity, and network monitoring to
detect and prevent remote attacks.

This paper reports from a large international effort to strengthen national health
information systems in developing countries. It centers around the development and
implementation of the open source platform DHIS2. Development of DHIS2 is coor-
dinated by the University of Oslo, Norway, and implemented in a range of countries
around the world [1]. As a web-based system, DHIS2 is typically set up on local servers
in the respective countries, or deployed using commercially available cloud services [2].
As a digital platform in the public sphere, DHIS2 also potentially has a “dark side” [3].
While issues of confidentiality and adverse effects of user data have seen some explo-
ration, for instance related to behaviorall data [4], we in this paper look at aspects of
information security as such platforms are developed and implemented globally, also
where the context offers challenges considerably different than what has been hitherto
examined.

Systems using DHIS2 contain various types of health data, from aggregate statistics
to registries containing personal health data. Security issues can thus be broadly cat-
egorized in three groups; those relating to the data itself, such as correct handling of
confidential data; those relating to hosting the system, including server monitoring and
back-up plans; and those related to the software platform and its development, such as
community contributions through apps, ensuring secure code, and routines for handling
threats. Building on the authors’ own involvement for the past two decades, we reflect
on the special nature of the project, events and threats experienced, and the measures
employed to counter them.

Our title is a nod to DavidWerner’s classic book “Where there is no doctor: AVillage
Health Care Handbook” [5], which has been a strong influence and motivation for the
HISP project in it’s aims to strengthen primary health care in communities around the
world. It is also an acknowledgment that in many of the settings where we are involved,
there is in fact no CISO (Chief Information Security Officer). While we do not aim to
provide here a “handbook” for resource-constrained settings, we are intrigued by the
apparent lack of focus on contextual health information security issues in the literature.

Our research questions are; What is the nature of information security threats in
public health information systems in the Global South, and how can they be mitigated?

2 Methods

This research builds on two main methods. First, we as authors are involved in the
HISP project, which coordinates the development of DHIS2 and its implementation in
several countries. Working with implementing agencies, typically ministries of health,
we have nearly 2 decades of action research from which to reflect on the topic of this
study. Second, some of the authors are conducting a comprehensive scoping review of
information security and confidentiality issues in health in developing countries. While
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the scoping review is not completed at the time of writing, it forms the basis for the
included review of relevant literature here. We start by describing the process of the
review.

2.1 Scoping Review

We have been conducting a scoping review [6] to get an overview of the research that
has been done regarding security and privacy of health information systems with par-
ticular focus on developing countries. The review was split into four different stages:
(1) collecting articles, (2) reviewing titles and abstracts, (3) reviewing full-texts and (4)
summary of results.

In the first stage, a search query was defined that was used against relevant databases
to collect a list of potential articles. Thequerywas constructed as a combinationof various
IT-security and privacy terms, different health terms and terms describing the developing
context and a list of low- andmiddle-income countries. The general structure of the query
used was as follows: (<security-terms> OR <privacy-terms>) AND <health-terms>
AND <developing-countries-terms>. After applying the query to the Web of Science,
Scopus, IEEE and ACM digital libraries, putting the results into one list and removing
duplicates we had a list of 3486 articles. All titles and abstracts were then read by at
least two reviewers each for inclusion or not. When there was a conflict between the
decision of the two reviewers, this was solved by a third reviewer. In order to be included,
the titles and abstracts should indicate that the article addresses security or privacy in
the context of health IT-systems for developing countries. Articles written in a language
other than English were excluded. The same applies to articles that were only a summary
of conference proceedings or that clearly did not cover all relevant topics. This procedure
resulted in a list of 198 included articles for full-text reviewing.

At the time of writing, the full-text review by two reviewers has not been completed.
Even though the review is not completed, we lean on the preliminary results as they
provide interesting insights into the research trends and canbe compared to the reflections
coming out of our long-term engagement in the field of health information systems in
developing countries.

2.2 Reflections from Action Research

As practitioner-researchers engaged in both developing and maintaining the DHIS2
software, as well as providing direct or indirect support to tens of implementations of it in
the health sector in the Global South, we categorise our main research approach as action
research [7]. We did not begin by framing a research project with the aim of collecting
data on security incidents. In that sense it is a reflection on past activities which were
geared primarily towards supporting implementations and providing troubleshooting
support as requested. The security related incidents emerged through these activities in
a non-systemic way and alongside many other issues. The DHIS2 core team at the time
did not maintain any sort of incident register.

For this study, we draw on two perspectives of this action research; first, the larger
Health Information Systems Programme (HISP), a project not bound in time or space,
but an AR-project with global reach and of a networked nature [8]; second, a range of
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more specific engagements with formalized structures typically focused on collaboration
with ministries of health in the Global South. For the sake of anonymity we do not list
countries or partners here. Taken together, our empirical basis spans tens of countries
over several continents for 15 years, where we hold and have held various roles. Most
important for this study has been that some of the authors have been active in helping
countries with all issues related to hosting, held training sessions and workshops related
to hosting and information security management, and been the first line of support when
countries need assistance with their DHIS2 instances. One of the authors is also engaged
with improving security management internally in HISP, working to improve not just
the software but the routines and structures appropriate for handling the myriad security
issues of a global network.

3 Related Literature

Information security is a broad discipline that covers different levels from software
implementation details to organizational and governmental security management. Con-
fidentiality, integrity and availability (CIA) are important properties to protect software
systems and in particular its users [9]. The term confidentiality refers to the goal of mak-
ing data available to authorized parties using cryptography and authentication. Integrity
means that it must be ensured that data has not been modified without being noticed.
The goal of availability is to make sure that applications and data are accessible and
thus to avoid downtime. Similarly, user awareness and acceptance for information secu-
rity is critical, and capacity building about security risks when using digital systems is
important [10]. In particular, health information is very sensitive and requires the highest
security standards [11]. A number of regulations have been developed in response to
this, such as the EU General Data Protection Regulation (GDPR)1 or the US Health
Insurance Portability and Accountability Act of 1996 (HIPAA)2 to protect their citizens.

We now turn to findings from the in-process scoping review. A main observation is
that there is a large and growing literature related to information security originating
in the global south. However, a large part of this deals little with contextual factors
and focuses on technical solutions with global applicability. One strand of the literature
concerns development of security protocols and cryptography (see for example [12, 13]).
Another strand looks at the potential of blockchain technology, which can have a role
to play in fragmented health information systems which plague countries both rich and
poor (see for example [14, 15]).

Of studies that engage with the development context, many point out that awareness
and skills around information security vary greatly, with several pointing out that this
is generally lacking. Jack et al. [16] conducted a survey among health care providers
in South Africa on information privacy and security, and found that many are ignorant
or lack the ability to follow even simple info security procedures. A study from Sri
Lanka found that security awareness was actually quite good among health staff, but
that their less secure behavior contradicts with their actual concerns [17]. A survey of 15

1 https://eur-lex.europa.eu/eli/reg/2016/679/oj.
2 https://www.govinfo.gov/app/details/CRPT-104hrpt736/CRPT-104hrpt736.

https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://www.govinfo.gov/app/details/CRPT-104hrpt736/CRPT-104hrpt736


Where There is No CISO 191

countries in Africa, Asia, and the Americas on HIV clinics notes that some sites do not
backup their data regularly [18]. Gesicho et al. [19] does not cover security explicitly,
but finds that, despite increased activity to implement national health data warehouses
in developing countries, little attention has been paid in these implementations to ethical
issues, including providing data confidentiality and security.

A second strand of studies look at the legal framework, its existence, its relevance,
and how it is enforced with various sanctions. Namara et al. [20] find that only a few
countries in Africa have developed comprehensive legal frameworks and have meaning-
ful enforcement policies. Interestingly, they do point out that privacy values are cultural,
and differ significantly across countries. They fail to provide any examples of this how-
ever. Being more specific, they mention how lack of oversight leads health staff to ignore
regulations by for instance conversing around patients on facebook and whatsapp, and
in general store data outside the patients’ jurisdictions. Related to the relevance of legal
framework, Antonio et al. [21] looks at health information privacy in the Philippines
and concludes that technological development has outpaced policy and practice in this
regard. In a review of security assessment frameworks such asHIPAA,Gerson and Shava
[22] examines the applicability to Namibia’s public health sector and calls for security
controls to conform with international standards.

One notable topic on which little is written is security incidents, apart from anecdotal
reference to data loss and virus more generally. Antonio et al. [21] mentions a few cases
from the Philippines where for example videos from students attending operations were
publicly circulated. Moreover, some attacks on health records in India were addressed
byMisra et al. [12]. There are some studies that contextualize security management. For
instance, a delay tolerant architecture, with emphasis on latency, is found to be important
in resource-constrained countries [23]. Pankomera and van Greunen [24] does point to
some of the challenges in developing countries, such as poor funding and infrastructure,
and a shortage of qualified staff. They also point to natural hazards such as floods, fires,
tornados, which can be a larger threat to physical security infrastructure than in more
resourced environments. A relevant contextual finding is that as health staff in general do
not have access to computers, they usememory sticks for their personal files, introducing
malware to their office computers [25]. On the impact of development agencies, Hai et al.
[26] looked at how the short-term funding of development projects can negatively impact
confidentiality and security. When donor-funded special HIV clinics closed down at the
end of the project, patients had to shift to general clinics which were seen as not adhering
to the same data confidentiality standards, negatively impacting the patients. Khan and
Hoque point out that Bangladesh is lacking a centralizedmethod of identification such as
the social security number, making it difficult to link data from separate databases. They
propose an approach to solve this problem in a secure and privacy preserving manner
[27].

4 Empirical Findings

The project from which we report, the Health Information Systems Programme (HISP),
has its roots in participatory action research in South Africa in the 90s. It is a global net-
work engaged in software development and implementation with stakeholders, typically
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ministries of health in developing countries, to strengthenHIS.Over the last two decades,
the network has grown globally, and the software developed has progressed from an early
standalone desktop application to a flexible, web-basedHIS platform called DHIS2, now
in use in more than 70 countries. Participatory approaches are still applied to both soft-
ware development and systems implementation [28]. The University of Oslo, Norway, is
leading the development, and is also supporting, sometimes extensively, the implemen-
tation of DHIS2 in country HIS’. Our case then, is not only of a software developer, but
also of a community who are morally, and sometimes also formally, engaged in country
HIS implementation activities. This places a special responsibility on the community
given that many of the implementing countries have comparatively weak institutions,
and poor information security management in the public sector. We now move to some
observations from the last decade, coinciding with the move from desktop to online
technology, and an increase in scale and scope of the implementation activities.

The shift that happened from around 2011 from the earlier version of DHIS as a
desktop system towards a DHIS2 web-based system that ran over the public internet
brought with it human resource and physical infrastructure challenges which few coun-
tries were well positioned to address. The IT staff inministries of health and the technical
support from regional support entities by and large did not have the linux technical sys-
tem administration skills nor the organisational structures to effectivelymanage security.
Critically, even today, there are very few country deployment teams who have amongst
them a defined security role of any sort. This has led to a reality that most deploy-
ments live with a considerable amount of unmanaged risk. A significant one in many
deployments is the over-dependence on a single person who has all the knowledge and
all the keys to the system. In risk identification exercises carried out in three countries,
this emerged as the highest scoring risk in each. Given this, the actual incidents of data
loss, exposure or breach have been relatively few. Below is a short summary of typical
incidents:

4.1 Some Incidents We Are Aware of

The following is a short list of incidents which are in some way security related which
have occurred in the past decade. Note that we (the authors) are not actively maintaining
any production DHIS2 system. Some of us are involved in advising, training and occa-
sionally assisting with incident response. We are not at liberty to disclose details which
would allow the system to be identified.

4.1.1 Physical Infrastructure Related

In one country the national Health Management Information System (HMIS) was run-
ning on a server in a national government data centre. One evening there was a fire
caused by an overloaded electrical connection and the server was badly damaged. The
disk on which the data was stored was apparently unreadable. In the aftermath of the
fire it was discovered that the Ministry of Health had no functioning backup of the data
that was less than six months old.

In another country, the Ministry of Health hosted the national system in a purpose
built data centrewithin theMinistrymain building. The building had an ongoing problem
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with rodents and at one stage the rodents penetrated the data centre. Intermittent faults,
breakdowns and performance degradation was finally, on physical inspection, traced to
rodent damage to the insulation on network cables.

Where systems have been implemented on physical infrastructure, for example in
ministry or government data centres, there have also been challenges related to the
management and monitoring of the surrounding network environment (for example
domain name services) and the reliability of the internet connection. It has been observed
in a number of settings that the single internet connection to the service provider is shared
by both the servers in the data centre and also all of the office dwellers in what is often
a multi-storey, multi-ministry building. With the result that there is massive congestion
during working hours effectively rendering the system unusable from the outside.

4.1.2 Cloud Hosted Systems

Whereas it is clear that systems can be fragile when hosted in poorly commissioned or
poorly managed physical infrastructure, just moving them to “the cloud” has not been
without its own risks. A handful of incidents stand out over the past few years.

In one case an external consultant was providing technical support by managing a
national HMIS on a VPS from a commercial cloud infrastructure provider. At the end of
his contract, after what seems to have been a misunderstanding over whether the country
had brought up to date backups on-shore, the consultant deleted the VPS, resulting in
the loss of one year’s data.

In another case, a Ministry of Health in a country set up their own account with a
cloud VPS provider and secured funding for one year to provision a VPS for running
both the national HMIS and an HIV/AIDs patient monitoring system. At the end of the
year when the bill became due, it was discovered that no budgetary provision had been
made for renewal. The serviceswere cut off and remained inaccessible for approximately
6weeks while the government department scrambled to find alternative payment sources
to cover the bill. (There have been a number of variations on this same scenario over
the past few years, where the Ministry of Health have temporarily lost access to their
systems and data).

There are other issues which are more particular to the geo-political context of the
systems and system owners. Most of the commercial cloud providers operate off a credit
card payment system. One of the authors has direct experience of trying and failing to
open cloud based accounts from variousWest African countries and also from India. The
transactions were automatically failed without explanation, but presumably linked to the
origin IP address. When the same transaction was made through a VPN back through
Europe, it succeeded. When the same “trick” was tried by a colleague using a local West
African credit card it proved impossible to open an account. The commercial world of
private cloud hosting is not a flat world and all credit cards are not created equal.

We have also seen cases where countries have been denied access to commercial
cloud services (and SSL/TLS certificates) due to economic sanctions.

An unusual event in 2012 confirmed that the laws of physics and geography can still
play a part in the modern age. Following the successful installation of the Kenya system
on Linode in 2010, Rwanda also rolled out a national DHIS2 system in 2011, but this
time hosted locally within the MOH. One morning a ship trailed anchor through the
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harbour of Mombasa and snagged the undersea fibre optic cable linking Kenya to the
world. The Kenya system was effectively offline for a week. During that same week the
connectivity to the Rwanda system was excellent, particularly as the network within the
country was generally quieter than normal.

4.1.3 Security Breaches

There havebeennumerous incidents of data exposure due tomisconfigurationof database
access control or breach of the server backend through compromised ssh user accounts.
We have seen no evidence to date that the data itself was targeted in any of these cases.
Of course we cannot conclude this with any certainty, but we haven’t seen any obvious
subsequent use of the data (e.g. for extortion). We can guess that, particularly given
the low resource environment, the commercial value of the data is not sufficiently high
to attract more determined attackers with criminal intent to engage in identity theft or
ransomware attacks. Though, given the political importance of many of these national
systems, the possibility of ransomware attacks is a very real concern. Given that many
DHIS2 implementations are in areas experiencing significant internal and external con-
flict, there is also a real dimension of concern that attackers might seek out personal data
for purposes that might threaten their physical rather than financial well-being.

What we have seen in all of the breaches that we know about is that the attackers have
seen the machine as a more attractive target than the data, being recruited into bit-coin
mining or being taken over to potentially attack other systems. It should be noted that
intrusion detection systems of any sort are usually absent, so there is no definitive way
to claim that data has not been targeted.

Examples of known deliberate security breaches:

• Successful attacks on the backend using ssh. In one case we know that a superuser
account was legitimately created in the afternoon and credentials were shared with
the new user over the mobile phone (whatsapp or email). Later that evening there
were three successful logins from two different countries (China and France). The
account had been setup to allow password authentication. Given that the user was an
administrator, effectively full access to the machine had been gained by one or more
parties.

• Zero-day vulnerabilities. A critical vulnerability was discovered in March of 2017
in the Apache Struts library that is used within DHIS2. It was a particularly nasty
vulnerability that potentially gave an attacker the ability to execute arbitrary com-
mands on the server. The vulnerability was being actively exploited around the world
and a number of DHIS2 systems were effected. Although a patch was produced by
the DHIS2 core developer team within 24 h, they did not at that time have a formal
process for dealing with such events so there was some delay between patching and
announcing publicly (during which time there was vigorous internal discussion on
what action to take regarding public disclosure). Even after patches were released and
announcements made publicly, we were receiving reports for somemonths afterwards
of un-patched systems getting attacked.
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Again we don’t believe that systems affected by either of the above were deliberately
targeted for their data, but cannot prove either way.

Actorswho are really interested in the data have not always had to rely upon attacking
the system physically or with code. One country has reported that it is a common practice
amongst foreign backed NGOs to recruit people from within the public health service
(with credentials in the system) in order to access data which they would not otherwise
have had access to. Processes around user management, particularly the disabling of
user accounts on leaving of the service are usually absent.

5 Discussion

Our point of departure was a review of relevant literature on information security in the
health sector in developing contexts. Our study adds to all the strands of the literature
identified earlier. In particular, we highlight more detailed accounts of how for instance
infrastructural and environmental hazards are significant [24].

5.1 Incidents and Nature of Threats

As discussed above, we are not aware of any significant targeted breaches of production
DHIS2 systems or the data they contain. The rapid adoption and high profile of large-
scale DHIS2 implementations addressing the COVID-19 pandemic has likely increased
the size, value, and visibility of security penetration for systems built upon DHIS2,
increasing the likelihood that a serious breach might be perpetrated in the future.

The nature of threats do not seem to spring out of any perceived value of the data
itself, though ransom could be an issue as the data is necessary for the functioning of
the health services. What has been documented is more about using the servers for other
purposes, i.e. the hardware and processing power is more attractive than the data. Access
to data is a concern due to the role of foreign organizations, who may be interested in the
data for reporting or research purposes, where access can be gained without necessarily
having the formalities in place.

This empirical observation (which we cannot readily prove) that attackers seem not
to be trying to get at the data is not a reason to be complacent. Even if we theorize
that the financial value of the data is low, we also need to take into account that the
consequences of abuse of data relating to extremely vulnerable individuals who are
somehow marginalised or living on the edge of legality in society can be severe.

5.2 Hosting Issues

When deploying a service, one of the most important questions is: shall the service be
hosted locally on our own hardware or shall we rent resources at a cloud provider? Since
the introduction of Amazon Web Services in 2006, cloud computing has become the
most widespread hosting platform. More and more small, medium and large enterprises
are outsourcing their resources to platforms such as Google, Microsoft and of course
Amazon, who is still the market leader. Cloud computing promises mainly economic
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advantages including reduced investment costs, easy self-service setup, and rapid scala-
bility of resources. However, in addition cloud computing has many security benefits, at
least when operated professionally. For example, the large cloud providers’ data centers
have very good redundancies in terms of power supply and Internet connectivity and high
standards regarding physical access to the servers. Further, they offer “standard” security
measures, like backup, anti-virus scanning, firewalling etc. as easy to use services and
usually for an additional fee.

HISP implementers have explored these cloud hosted Virtual private Server (VPS)
options since the early days of DHIS2 going “live” on the internet. When the DHIS2
was rolled out nationally in Kenya in 2010 it was hosted on a VPS from a company
called Linode. Besides using the large cloud providers, DHIS2 implementers have a
long history of working with smaller providers such as Linode, Dediserve and Contabo
who all offer various niche advantages. For example Dediserve allowed the setting up
of an account without a credit card which had proved to be a major stumbling block for
government procurement working with the larger providers. Contabo offers rock bottom
prices which have proven extremely popular in Africa.

Another phenomenon that has emerged in recent years is the rise of private companies
adding value to the basic cloud VPS and offering DHIS2-as-a-service.

Despite the many touted (and actual) benefits of the new cloud business models, as
we saw in the cases above, country systems which have been deployed on commercial
cloud environments have faced different types of problems. There is still a risk of data
loss without a costed and tested backup plan. Security still needs to be managed, but the
types of risk to be managed are different. For example a missing budget item for cloud
“rent” can lead to unavailability of the system.

As an illustration of the complexity of factors around this question, one author
recalls attending aworkshop ofWAHO (theWest AfricanHealthOrganisation) on server
management in Bobo, Burkina Faso, 2018. Of the ten or so WAHO member states who
were represented in the meeting, they were split down the middle on the current state and
future plans. One half were hosting systems physically in the country and were without
exception looking forward to moving to the cloud. The other half were hosted on the
cloud, which they, again without exception, viewed as temporary contingency as they
aspired to bring the systems back into the country.

5.3 User Data

The management and protection of users in the system (mostly employee data) has
received very little attention, including until quite recently in the software itself. There
is a growing awareness of the obligation to protect vulnerable groups in the health sector,
like HIV+, sex workers, refugees etc., and in general for patient data. However user data,
including telephone numbers, email, internal messages etc. have not been seen as high
value data and have sometimes been available indiscriminately to any other user of the
system. This should be a cause of considerable concern. In particular aggregate routine
reporting systemswhich contain no individual patient data are generally considered non-
sensitive, yet they contain details of often 10s of thousands of health workers. In addition
to the potential exposure of the personal information of these users themselves, personal
information such as phone number and email could be abused to conduct phishing
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attacks against system administrators. This could in theory allow unprivileged users to
maliciously gain access to credentials providing them access to much more sensitive
information and controls within the system. The exposure of user details to other users
of the system has been removed from recent versions of the software, but this type of
data has not received significant attention as a privacy concern or as a vector for attack
on the larger system.

5.4 The Need for Global Awareness

The role of funders of health information system projects has also been given limited
attention in relation to security. The core DHIS2 development team works to develop
the DHIS2 software platform, supporting increasing numbers of high-profile imple-
mentations around the world. The organic growth of DHIS2 software complexity and
global adoption yielded a culture lacking in many fundamental security controls within
the core development team. This has largely been the result of limited resources, and
limited interest from funding organizations in allocating those resources to champion
security practices in a context which undervalues them. Largely as a result of muted
interest in and awareness of security within the governments and international devel-
opment organizations implementing and funding DHIS2, the need for strong security
practices and policies has not been emphasized within the core team. Additionally, the
nature of DHIS2 as an open-source, freely available software platform provided with-
out warranty or guarantee has limited the political and financial pressures which often
incentivize commercial enterprise software products to reduce their own legal risk by
investing in security practices.

There is a need for leadership within the global health implementation and vendor
communities. The identification of security risks and pressure to limit them have to date
not been championed by implementing countries or funding organizations. This dearth
of conventional incentive should not reduce themoral obligation of communitymembers
such as DHIS2 to push for increased security and privacy controls. A small set of high-
impact changes have the potential to significantly reduce security risks in production
software implementations and increase awareness of those risks amongst implementers
and funders.

6 Conclusion

Themain conclusion is that, consistent with the literature above, we have found there are
a range of organisational factors, infrastructure fragilities and perhaps cultural factors
related to risk acceptance which conspire to make it difficult to adequately secure health
information systems in many developing countries. We have conjectured that the low
financial value of the data might be a factor in explaining why attacks on such systems
have not been more widespread.

To add to the difficulty, the DHIS2 software itself has been a complex and difficult
system to maintain securely, even by experienced implementers. Great strides have
been made in recent years in improving the development process as described above.
One positive indication of progress has been the different impact of the Apache Struts
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vulnerability in 2017, and the more recent and equally critical log4shell3 vulnerability
whichwas discovered inDecember 2021.Whereas the former created considerable chaos
and a scramble to reach consensus on a response from the core team, by the time of the
latter in December 2021 there was a team ready to mitigate and manage communication
and a vulnerability management plan to follow.

But the expansion of the global project and subsequent “industrialization” of the
software development process has in some ways moved us away from the strong par-
ticipatory tradition of the early years. One consequence of this has been that developers
are perhaps only weakly aware of the security challenges in the field. The security chal-
lenges are so enormous and growing, that it is only through a stronger collaborative
and informed effort, that the software development process itself can better support
the software implementation process. A drive towards increasingly sophisticated digital
technology risks leading to a DHIS2 that is increasingly difficult to manage and secure
in practice.

As a leader in the public health space, the DHIS2 core development team endeavors
to champion security within HISP as well as in the larger community. Within the past
year the team has embarked on this journey by creating and implementing thorough
software vulnerability management and transparent public disclosure processes, some
of the first in the sector. In addition, two experienced information securitymanagers have
been recruited to serve in the CISO role within the University of Oslo. This role will
have the mandate to promote secure development and implementation practices within
the core team and more broadly within the international development and global public
health ecosystem.

Having dedicated CISO roles both at the HISP Centre of the University of Oslo,
which coordinates the development of DHIS2, and amongst system implementer teams
will not necessarily solve these problems, but the hope is that they will reinforce the
effort to bring these into view and provide more strategic and systemic responses.

In summary, documentation of the nature and prevalence of security threats against
health information systems in developing contexts is under-developed. Security incidents
and risks are not well understood, largely due to limited understanding and awareness
of security in the organizations and government departments implementing health infor-
mation systems. The increasing prevalence of individual data in the systems and the
high-profile use of them to address, as an example, the global COVID-19 pandemic are
likely to increase the risk of malicious security breaches. In addition to malicious action,
accidental confidentiality, integrity, and availability degradation continues to be a cause
for concern. More study of security risks and mitigations in this context is needed, as is
increased awareness and advocacy from stakeholders in the public health space.
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Abstract. The goal of this paper is to look at the inclusion agenda in digital
entrepreneurship through a postcolonial lens.While recognising that inclusion has
long been embedded in development models relevant to digital entrepreneurship,
most literature assumes an economic logic of inclusion, through incorporating
people so they can benefit from being a part of a globalised economy. However,
this viewpoint ignores the underlying historical, political, economic, and social
dimensions that influence how inclusion occurs in digital entrepreneurship. To
accomplish this, we draw on postcolonial theory to examine how a Zambian inno-
vation hub negotiates inclusion dynamics between the hegemonic Western narra-
tive as well as local understandings, needs and preferences. We describe the hub’s
tensions in trying to fit into the global innovation agenda, and how this impacted
inclusion within the hub. In doing so, we hope to provide a broader and more
critical framework for thinking about inclusion in digital entrepreneurship.
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1 Introduction

Digital entrepreneurship has become increasingly central to innovation, given the impe-
tus of information and communication technology in an increasingly interconnected
world [1–3]. With emerging digital technologies (i.e., big data, blockchain, 3D printing,
data analytics) digital innovation provides a rich area for new venture opportunities [3].
It has also transformed the entrepreneurial process into less bounded, less predefined
and more diverse phenomena [2]. Digital entrepreneurship is taking place all over the
world, promoting and producing digital technologies that feed into the digital economy
[3].

In the African context, digital entrepreneurship has become highly visible and often
celebratedwith themainstream and business press [4, 5]. The rise of digital entrepreneur-
ship in Africa is aligned with assumptions of the ‘flattened world’ - that because digital
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entrepreneurship can be done by anyone and anywhere, it creates a level playing field
[4].

Within Africa, in line with other regions, the orientation of digital entrepreneurship
has increasingly moved beyond firm profit to encompass broader economic and social
inclusion agendas [4, 5]. In this context, development discourses emphasise the ideas of
innovation and entrepreneurship in meeting development goals [6]. This is particularly
evident through the types of funding available for start-up firms inAfrica, articulations of
entrepreneurs and firm goals, and the emergence of institutions supporting and guiding
digital entrepreneurship which push inclusive goals [4]. Digital entrepreneurship and
digital technologies are presented as ‘[…] globally homogeneous, ubiquitous, openly
accessible, and inclusive’ [5, p.20].

This ‘inclusion turn’ within digital firms and innovation ecosystems gives to rise to
tensions. On one hand, global norms of digital entrepreneurship remain at the centre,
grounded within entrepreneurism, innovation and profit (as exemplified by the stories
of successful global tech firms). The prevalence of inclusion agendas, on the other
hand, suggest orientations and goals in Africa that imply different configurations and
worldviews. The growing reference to inclusion within digital entrepreneurship has led
to emerging research in the global South that has explored tensions where overlapping
economic and inclusion goals exist [7, 8]. Such scholarship provides important insights
through unpacking cases of digital entrepreneurship in the global South.

Wedraw from these views to argue that researchneeds to thinkmoreholistically about
the assumptions and tensions linked to the ‘inclusion turn’ in digital entrepreneurship.
To understand and affect genuine inclusion in innovation and entrepreneurship, it is not
possible to consider firm-level tensions without linking these into broader patterns of
development in the global South. We need to think more critically around the broader
structures that underlie the inclusion agenda, moving beyond ‘surface level’ actions of
firms in Africa to consider the way ambitions and goals of individuals and organisations
align to norms of digital entrepreneurship. This approach alignswith others recent studies
that have begun to investigate the embeddedness of digital entrepreneurship in Africa in
broader geopolitical, economic, and historical contexts (e.g. [4, 6, 9]).

Of particular importance in an Africa context, and less understood, is how assump-
tions around digital entrepreneurship are shaped by, and embedded within long running
legacies of global inequalities and dominance that still play a key role in shaping the
assumptions and dynamics. As Jack and Avle [10] state, the digital turn represents a con-
tinuation of power and privilege structures, mirroring colonial histories and unbalanced
representation in decision-making in many ways.

The paper approaches digital entrepreneurship and innovation from a discursive
perspective. It looks to move beyond positivist ideas of ‘best practice’ that ‘solve’ the
tensions between economic growth and inclusion. Rather, closer attention is paid to
assumptions embedded within notions of digital entrepreneurship in Africa - how they
are invoked across range of innovation actors and what this means for power and agency
within North-South relations. Our research question is therefore “How is the process
of inclusion influenced by global discourses within organisations supporting digital
entrepreneurship and innovation?” Our goal is to provide a broader and more critical
frame for thinking of digital entrepreneurship. We aim to recast discussions of ‘profit vs
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inclusion’ and ‘reality vs practice’ into broader discussion of structure and relations. The
discussion follows recent IS calls for more intense study new digital work environments,
and to better theorise inclusionary and exclusionary practices (e.g. [11]).

We support the theoretical discussion of inclusion through the analysis of one par-
ticular type of organisation supporting digital entrepreneurship in the global South:
innovation hubs. Technology and innovation hubs are coworking and support spaces
for those who are seeking to develop digital innovations such as mobile applications,
software development, 3D printing, robotics and more. They also support digital enter-
prises, including online shopping and more [4]. Innovation hubs provide an insightful
example that embody some of the tensions we describe above - they are seen in some
contexts as an entrepreneurial space (i.e. as innovation incubators, business accelerators)
and in others as a space promoting inclusive transformation and development through
entrepreneurship [12]. In this sense, innovation hubs assist us in examining how digital
entrepreneurship and the discourse of inclusion in development intersect, how these two
aspects interact and complement one another, and any tensions that may arise.

The remainder of the paper is organised as follows. We begin by looking at what
inclusion as a discourse involves, and highlight current limitations in how structure and
long-standing inequalities within inclusion. We then introduce postcolonial approaches
to further strengthen the discursive form of inclusion, recasting innovation as discourses
within larger patterns of power and uneven development. This theoretical discussion will
be supplemented by an empirical study conducted at a technology and innovation hub
in Lusaka, Zambia’s capital city. Detailed analysis of this innovation hub has already
been discussed elsewhere (see [12–14]). However, in this paper we focus on two specific
internal organisational processes of the hub that relate to inclusive/exclusive practices:
tensions between global/local dynamics and gender relations.

This analysis sheds light on the challenges that global South organisations supporting
digital entrepreneurship face to become inclusive spaces and challenges as they look to
help enter Africa into the global entrepreneurship ecosystem. Through our more discur-
sive framework that centres power and uneven relationships, we highlight that tensions
around inclusion represent a space by which individuals look to negotiate between pow-
erful global norms and their lives and goals. Studies of inclusion then cannot be seen
merely as incorporating people into already existing processes, but need to focus on how
actors are challenging the broader structural conditions of powerwhich reproduce uneven
relations and reinforce the limitations for inclusion. This is particular brought home in
the how organisations supporting digital entrepreneurship and innovation are faced with
distinctive challenges where inclusion is something that is desired, yet ultimately limited
by the broader contexts of norms, expectations and funding.

2 Inclusion as a DiscourseWithin Processes of UnevenDevelopment

Inclusion has long been embedded in development processes, including development
models relevant to digital entrepreneurship policy and practice. Concepts like inclusive
growth [15]; inclusive development [16]; and inclusive innovation [14, 17] provide con-
ceptual approaches to frame how innovation goals and research might align to inclusion
and development. Digital entrepreneurship projects have often mirrored such ideas, for
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example France’s Development Agency (AFD) Digital Challenge’s which focuses on
‘the promotion of entrepreneurial initiatives managed by women and/or men, tackling
the challenges of women’s inclusion and gender inequalities […]’1 has led to the creation
of organisations and initiatives suited to promote inclusion in the global South. Inclu-
sion can be orientated around initiatives that include poor people in the development
of a ‘participatory’ innovative agricultural project [18]; to develop grounded innovation
platforms (GRIPs) [19], and more.

Inclusion, both social and economic, is embedded in differentwayswithin the broader
framework of the Sustainable Development Goals (SDGs). With the goal to ‘leave no
one behind’, inclusion is predominantly focused on the poorest and most marginalised
groups being incorporated into the process of socioeconomic development [20]. Such
approaches have been critiqued in that in practice, inclusion in the global South is
often rendered as economic [21]. Common ideas of economic inclusion and develop-
ment often aligns with the ‘post-Washington consensus’ following neoliberal structural
adjustment. The assumption here is that inclusion comes through market reform and
improved fiscal policy for countries of the global South to reap benefits from being
part of a globalised economy. This inclusionary discourse risks new forms of exclusion
or/else adverse incorporation for the marginalised [22].

Overall, in these different conceptualisations, inclusion is often seen as a value-
neutral process to solve local problems, which ‘overlooks the underlying political, eco-
nomic dimensions of poverty and exclusion, choosing to treat these instead as essentially
local problems…devoid of historical materiality… [and] actively script-out larger his-
torical context.’ [23, p. 528]. It is crucial to further augment the inclusion literature with
a recognition that inclusion often plays a role as a discourse that embeds assumptions
and expectations, and a need to highlight historical aspects as important. This implies
recognising tensions between the local context, and ideas around culture with West-
ern discourses and narratives, which are dominant in a globalised world [24]. The next
section introduces postcolonial theories as an overarching approach from which to think
about inclusion critically.

3 Postcolonial Theories

We focus on postcolonial theory as a perspective to examine how the global dimension
and hegemonic Western narrative affects processes of inclusion. Postcolonial theories
and approaches examine ‘a range of social, cultural, political, ethical and philosophical
questions that recognize the salience of the colonial experience and its persisting after-
math.’ [25, p. 277]. It stems from the premise that certain practices and discourses from
colonial times still have legacies and underlying institutions and assumption prevail,
dominating our systems today. This school of thinking has been heavily influenced by
poststructuralism, through seminal contributions by Edward W Said, Homi K Bhabha
and Gayatri C Spivak, among others [26]. In broad terms it suggests that postcolonial
states need to break from neocolonial ties to develop independent thinking and practice.

A key contribution of postcolonial’s theory is considering the gap between the ‘local’
and the ‘global’, by challenging the notions of ‘the centre’ and ‘themargin’ as reproduced

1 https://vc4a.com/afd/innovation-for-women-in-africa/ [Accessed 13.04.2022].

https://vc4a.com/afd/innovation-for-women-in-africa/
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in Eurocentric accounts of development [27]. Alternative concepts have been proposed
that disrupt such hegemonic narratives that situated certain countries (and types of knowl-
edge) in subordination from others. Concepts like, hybridity [29] are understood as a
way to understand knowledge and culture not as universal, but as dynamic, translatable
and specific. Within this more plural perspective, one can observe different processes
and tactics by which those in colonised positions may adopt the coloniser’s cultural
and linguistic codes to destabilise power, through actions like translation, mimicry and
appropriation.

According to Bhabha [28], for instance, mimicry is a strategy of colonial power and
knowledge strategy in which the colonial subject is encouraged to mimic the coloniser
by adopting the coloniser’s cultural habits, assumptions, institutions, and values. Fur-
thermore, the contribution of postcolonial theory relies on signalling the significance of
the global dimension of colonisation, and connecting it to ‘the micropolitics of context,
subjectivity, and struggle, as well as to the macropolitics of global economic and polit-
ical systems and processes’ [31, p. 501]. Importantly, it examines the global effect of
colonisation and sees globalisation as historically informed, with strong roots in colonial
relations. As a result, contemporary societies cannot be analysed and understoodwithout
acknowledging colonial legacies [30]. This is of particular relevance when looking at
digital entrepreneurship in Africa. Authority is given to ‘universal’ norms of innovation,
managerialist and best practises for entrepreneurship. African entrepreneurs are seen as
needing to adopt these as a way to support digital entrepreneurship [6].

Postcolonial approach provides with a roadmap for inclusion because it looks at
systemic power in a global scale. It seeks to destabilise the Western dominance and
hegemonic viewpoint for alternative perspectives. In this sense, it is constantly chal-
lenging perceptions that look at the global South in need to mirror global North. Instead,
it centres the needs and perspective from postcolonies, their standpoint and their com-
plexity. Importantly, rather than assuming that an inclusive approach will bring positive
benefits, it questions what inclusion means, inclusion of what, for who and for what
purposes, as well as what happened that caused the exclusion in the first place.

4 Approach

Analysis comes from the case study of a technology and innovation hub in the city of
Lusaka, capital of Zambia. This hub was founded in 2011 and throughout the years
has been transforming and adapting its organisational structure to adjust to both local
conditions as well as external aspects, such as evolving funding and global innovation
networks. We describe these changes in relation to different dimensions of inclusion
that were experienced by members of the hub. In doing so we are highlighting, in line
with postcolonial perspectives, how these different aspects of inclusion are influenced
by broader structural inequalities that stem from global South contexts.

Research was undertaken as an interpretivist qualitative case study which followed
an ethnographically informed approach by the first author through immersion in the
research setting in two different time periods [31, 32]. First in a period of 3weeks, almost
at the beginning of the hub inauguration in 2012, a second time for over a period of three
months, 3 years after the launch. Data collection included semi-structured interviews to
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hub members, hub co-founders, managers and also people outside of the hub that were
involved in the Zambian technology ecosystem. Interview questions with hub members
followed a flexible structure divided into three main areas: their experiences prior to the
hub (what brought them to the hub); the impact of the hub in their lives (careers, personal);
and their perception of the hub, the people and the interactions. Some questions for hub
co-founders and managers evolved around the strategic challenges faced in structuring
the hub, and decision-making. Participant observation was also conducted by visiting
the hub on a daily basis and using their workspace, as well as attending the events
they organised and events they were invited to. Through participant observation, it was
observed that understanding gender dynamicswas important. Thus, additional interviews
with female participants were focused around gender dynamics and challenges faced
at the hub and society at large. Interviews were conducted to understand members’
experiences of their work alongside participant observation.

Interviews were supplemented with ethnographic observation of daily practises,
events with members, and management meetings, which resulted in the creation of
research diaries. Following both visits, a review of online sources to keep up with the
hub’s activities was conducted. The data was organised and coded in the qualitative data
analysis softwareNvivo, with a focus onwhat the respondents perceived to be their expe-
rience and their work within the hub. Initially, the data was analysed adopting theoretical
lenses based on ideas from innovation, entrepreneurship and gender/intersectionality2.
Reflection on the categories that emerged from the interviews led to further analysis of
the case from a postcolonial perspective, with a specific emphasis on the gender aspects
of the case, which was identified as an important element in participant’s responses. This
stage enabled an iterative process of deepening the analysis and generating additional
insights from the data. The names of respondents, as well as the name of the organisation,
are kept confidential, and pseudonyms are used instead.

5 Findings

Findings showdifferent tensions between the need to think globally (mainly related
to adopting Western strategies of innovation and looking outside for expertise)
with an interest in developing local content and strengthen the community. These
tensions resulted in different forms of inclusion and exclusion, which will be
detailed next.

Inspired by a proliferation of technology and innovation hubs in other parts of
Africa, the innovation hub was founded in 2011. The founders were technologists
turned entrepreneurs who wanted to provide a space for people interested in inno-
vation to connect and work. Initially it was based next to a Belgian NGO, who
offered funding, space, free internet and some computers. And so it often gath-
ered young people, the majority of them with strong interest in technology but
insufficient training. Throughout the years the hub has functioned as a coworking
space for entrepreneurs and innovators to connect, collaborate and work on their
projects to turn them into reality [33]. Hub membership was free and diverse, with

2 Data analysiswas initially undertaken as part of thefirst authors PhDbased on these frameworks.
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young people interested in learning skills like programming, editing, as well as
entrepreneurial skills.

The hub has strongly focused on developing local talent and contributing to the
local ecosystem over the years. They set up a teamwithin the hub to teachmembers
programming and coding through workshops. As part of this training led by local
experts, members of the hub have developed a number of projects focused on
local content, including an app to translate local languages, an app containing the
main tenets of the Zambian constitution, an online shopping platform, and more.
This shows evidence that from inception there was a strong desire to promote
local knowledge and become independent from external sources. The following
presents different dimensions that created challenges for inclusion within the hub.

6 Funders vs Local Ambitions

Significant tensions were experienced due to the way that external discourses around
entrepreneurship, often shaped by Silicon Valley rhetoric, led to internal changes within
the hub. This change had an impact on who was included as a member, as well as how
members felt included in the hub (see [14]). For example, the hub relied predominantly
in funding from international development organisations, which is a common trend
for hubs in Africa [34]. These international organisations had specific expectations for
the hub around scaling startups rapidly. This led to tensions between how to fulfil the
funders expectations against internal goals related to capacity building and developing
local content. In this context, the hub adopted a series of strategies to negotiate the fit
between the local agendas and a logic of business and international development.

In some of these strategies, we see a strong need to align with Western model of
organisation and development [35]. For example, several hub members referred to the
workbeingdone at the hub as ameans of assistingZambia “catchingupwith the rest of the
world” in terms of technology, entrepreneurship and development. Designing/working
with technology and development are both considered to be interconnected:

“and it does give a good name for our country as a whole, and it just helps us
compete on a global level so I think that besides making money we push ourselves
for our technology and our development.” (Charlotte).

In this endeavour, the hub would provide training for those seeking to pioneer in
emerging technologies (e.g. robotics, programming), thinking that there would be a
future market and investment for these. In some cases this became a reality, but despite
many efforts to improve their readiness for new technologies, investment was slow to
arrive. As one of the management members explained:

“So first of all, the most common thing that is always been the, like a problem for
ever, is access to capital. And we looked at that in the beginning I never thought
it was going to take a while to sort that out.” (Timothy)

This situation – between training for the future technology and a general lack of
investment –resonates with what others have identified in other African contexts [4–6].
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Access to capital is a significant challenge, yet many hubs are following Silicon Valley
rhetoric of looking to market pioneering tech to drive investment, only to discover a very
different reality [6].Moreover, evenwhere there has been such investment in Africa, data
is showing that these are often obtained by international and white funder-led startups,
many of them with less engagement on the ground [36, 37].

Another strategy of the hub was promoting risk-taking and failure as natural parts
of entrepreneurship, a very common discourse in the Silicon Valley culture [44]. A
member explained that in Zambia, most have been educated to seek safe employment
opportunities and not take risks. As explained by one member.

“ In [University], if you’re in the sciences classes, in exams for example, if you get
a question wrong, they deduct marks. If you get it right, you get extra marks, if you
don’t try, you just get zero. So you’re already being told that you’ll be penalized
for trying if you get it wrong. And by the time you are graduating, you’re already
feeling like ‘mmm, let me take the safe option, because it’s guaranteed. If I lose,
I just get zero. But I’m not going to take any risks” (Mariani).

To change the idea of risk taking as problematic, they’d invite successful
entrepreneurs from other parts of the world to share their stories. In one of these cases,
they invited a white South African to speak about her successful business. She discussed
her experiences working diligently and being extremely disciplined, as well as how this
contributed to her success. During conversations with several hub members after the
talk, it was noted that they reflected on how her experience was significantly different
from their own, partly due to positionality and context (Research diary).

Such tensions had to be negotiated. In some cases the hub looked adapt their organisa-
tion. For example, they diversified some of their events, moving away from entrepreneur-
ship ‘capacity building’ and knowledge towards more diverse workshops. Such work-
shops might look to better connect with more relevant entrepreneurship directions for
hub members, such as hair treatment and fashion, even though they were a technol-
ogy and innovation hub. In other cases, however, the tension between what the funders
wanted and what the hub thought was relevant resulted in a stronger alignment with the
funders’ interests.

Following postcolonial thinking, their lack of autonomy also resulted in aspects
of translation and mimicry. The discourse began to shift from a strong emphasis on
capacity building for aspiring technologists and entrepreneurs to predominantly startup
development, which had an impact on the hub’s membership demographics [13].

7 Gender Inclusion

One of the aspects where the hub had a strong focus was on gender inclusion. Since
its inception, the hub has hosted a female-led organisation that aims to empower and
encourage more women to work in technology. This network defined itself as seeking
to increase the meaningful participation of women and girls in technology, providing
free training in ICT skills, exposure to emerging technologies, mentorship, networking
and career progression opportunities. They targeted three different groups: girls in high
school, in college and young professionals.
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As a result of the trainings and workshops a significant number of women and girls
learned digital skills, including coding languages like PHP, website design and robotics.
Several of them also developed mobile applications targeting a female audience (e.g.
a mobile application for women’s rights, a group of women developing gaming appli-
cations, etc.). They also made training videos to discuss women’s issues and organised
workshops before bigger events to target specifically women. Not only did they organise
IT related events and work, but through the women’s network a number of events were
held at the hub that included sectors characterised by more gender-balanced or female
dominated, like fashion events and events for natural hair.

Given the broader societal challenges in Zambia, co-founders of the network con-
sidered that often women who wanted to learn digital skills did not have the financial
resources. To be as inclusive as possible, their organisation applied for grants to pro-
vide their services for free. This allowed them to visit a wide range of schools, both in
rural and urban areas, where they provided training for younger girls as well as talks to
encourage them to study digital related fields. During their visits to rural areas, members
of the network became aware of the significant differences between Lusaka and the rest
of the country. As described by one of the network’s co-founders:

“And then in November we had a chance to go to Soezzi and to Kitwe, and for me I
think that was the biggest reality check that I’ve had recently. [...] I’m more aware
of the economic differences andwhat’s actually going on. And evenwhen you look
at the statistics, about 40-45% of Zambian women are getting married under the
age of 13, it’s hard to believe that when you’re in Lusaka and you’re interacting
with people your age who are not yet married or who are getting married by
choice. But then when you get outside of Lusaka, is a completely different story.”
(Mariani).

Interviews with the network co-founders led to interesting insights around gender
inclusion. They recognise the gender imbalance around technology and were focused
on improving that. They experienced dilemmas around how to achieve this in a way
that would be both effective and as inclusive as possible. Their approach considered that
training women and girls needed to go alongside working to improve the technology
ecosystem. As explained by one of them:

“And if the tech ecosystem is working for guys, then it means that it’s going to
start working for the girls as well, and start working for everyone.” (Mariani)

These distinctions influenced how they perceived the hub as an inclusive or exclusive
organisation. According to Jack and Avle [10], how people perceive their own sense of
marginality, privilege, and inclusion is critical to how they live out the geopolitics of
technology in their daily lives. In this case, those who identified as being raised in
the capital spoke about the hub as an inclusive organisation, which welcomed them
and allowed them to do their work in equal terms in comparison to male counterparts.
However, those who identified as coming from rural areas often described the hub as a
predominantly male-centred organisation, where they did not feel always included [14].

The experience of this network demonstrates an attempt from the hub to emphasise
on a gender inclusive approach, with many benefits. There was a tension here between
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wanting to address gender imbalances and support the technology sector in Zambia.
This occasionally caused frictions, as some female members felt excluded, while more
active members interpreted a lack of attendance as a lack of interest in the work. Some
respondents attributed a lower number of female members to individual’s responsibility,
rather than structural factors. When asked about the lack of female attendance, some of
the more active female members responded that girls “are not interested in that sort of
thing” (Vicky) and “obviously they didn’t see how important it was” (Rouse).

Even though the hub adopted a gender inclusion approach (by providing the space,
training and support to the women’s network), there were still challenges experienced by
some. Here we can also see what Rõnnblom [38] describes as the process of inclusion
focused on targets, where gender inclusion translates into women becoming objects
of inclusion. This is informed in many ways by the way Western discourses around
inclusion, which neglects wider structural inequalities, and instead speaks of inclusion
as a problem that is mostly in the hands of the individuals. Here we can see what
Ahmed [39] describes as a ‘happy diversity model’ whereby the hub, by hosting the
network of women and visibly having more women as members provided a positive
image of the organisation, consequently allowing inequalities to be ‘concealed and thus
reproduced’ (p. 72). This process of inclusion did not recognise the complexity of the
female members, and thus did not see the differences between them.

From a postcolonial lenses, this raises the issue with the hybridity as a way of obscur-
ing uneven power relations. Findings show that a group of female members experienced
a privileged position in comparison to others. This privileged position was not shared
by all women, even though the hub adopted an inclusive approach to gender.

8 Discussion

Our analysis of this innovation hub led us to understand that it has been operating within
a complex set of relationships, discourses and funding mechanisms that lead to multiple
forms of inclusion/exclusion at different levels: within tensions between broader global
discourses and funding practices; and within internal gender relations and dynamics.
These, we argue, are often shaped by broader aspects of inequality found in society due
to various structures of power that continue until today [10].

Inclusion and exclusion processes are heavily influenced by social and historical
forces dimensions [40]. Although digital entrepreneurship in Africa is proposed to be
beneficial for inclusion, there are many challenges faced. Findings revealed that differ-
ent aspects affected how inclusive the hub was at different points in time. Following
postcolonial thinking, there is a distinction between broader global dimensions, char-
acterised by funders’ interests, which influenced how the hub moved to become more
for startup development. As mentioned previously, throughout the creation of the hub
there has been a tension between a need to think globally and get external sources of
funding, and the desire to develop local content, improve people’s skills from both rural
and urban areas.

We also distinguish broader cultural structures, which influenced inclusion in rela-
tion to intersectional dimensions. More specifically, wider gender and class structures
in Zambian society, influenced who felt included within the hub. Sometimes these ten-
sions resulted in successful innovations, with the development of successful mobile
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applications regarding local content, like the local languages app and the Zambian con-
stitution app. In other situations, these tensions revealed further practices of exclusion.
For example, having to adapt to the expectations of the Western funding organisations.

Overall, the process of inclusion within the hub reflected the broader context and
structures of disadvantage in society. For example, the logic of inclusion around gender
involved providing a space for women, training and also developing grants with a gender
approach. Furthermore, the hub initially adopted an inclusive approach by providing a
free space and offering free training to anyonewhowanted to attend.With donor funding,
it changed its strategy to only consider working with those who create startups and can
develop innovations, placing Zambia in the global discourse of innovation. The focus
on local content was still relevant, however, it became more of an expert-based, income
specific target.

Even thoughmost literature on inclusionwithin organisations are informedby includ-
ing people by adopting managerial strategies and promoting a logic of economic growth,
what inclusion means in innovation hubs is influenced by existing power structures that
position them as dependent on external funding and support. This then reveals the need
to adopt a theoretical framework that deconstructs those wider dimensions affecting
the way organisations are framed [27]. In other words, what happens in a hub demon-
strates that inclusion should consider structural and historical dimensions that recognise
exclusion is not entirely the result of individual action, but of centuries of inequalities
becoming institutionalised [29].

In this sense, the innovation hub organisation is part of a global discourse of inno-
vation, where members look outside their boundaries to learn, implement ideas and get
inspired. Often these are coming from theWest because historically, innovation and tech-
nology are fields that have been developed in theWest mostly, the South being recipients
of said dispositives [41].

9 Conclusion

The purpose of this paper was to explore inclusion from a discursive perspective in
organisations supporting digital entrepreneurship and innovation in the global South.
It follows scholars who challenge the analysis of southern empirical phenomena based
on the assumption of transferring ideas and models from the ‘developed’ countries to
Southern ones [4]. Furthermore, it is also based on the assumption that countries in the
South are lagging behind but are certainly following the same trajectory ofmodernisation
[42]. These assumptions orientate the various ways in which uneven power relations
are impacting forms of inclusion in Southern organisations such as the innovation hub
discussed.

Inclusion in organisations is embedded in awider social, historical and organisational
context, resulting in multiple social categories in which individuals are positioned.What
form inclusion takes then is not devoid of those wider structures which shape the day
to day of an organisation. In this sense, in inclusion sometimes we focus on one spe-
cific category, thinking we are moving forward/progressing in making organisations
more inclusive. Yet inclusion is a complex process with multiple meanings, that indi-
viduals, groups and organisations need to negotiate. Often development organisations
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have crudely though of inclusion in terms of numbers or specific processes. While this
may provide a degree of inclusion, with positive benefits it rarely thinks more broadly
about these terrains of inclusion. Structural inclusion is about dealing with the wider
dimensions society faces, because they do not stop when you enter the workspace of the
organisation [43].

This paper makes two important contributions. It studies the emerging phenomena
of digital entrepreneurship and innovation and the growing role of inclusion in these pro-
cesses. It develops theoretical considerations on inclusion through adopting postcolonial
theory, to show the existing challenges around inclusion in digital entrepreneurship and
innovation in the global South. In this sense, we argue that if inclusion is detached from
a recognition of power and inequality, then it loses its power to be a transformational
process and instead becomes a managerial tool [39].

Organisations supporting digital entrepreneurship and innovation are springing up
all over the world, with a great number of these just in the African continent, where the
discourse is it will help address inclusion challenges. As Friederici et al. [4] state ‘As
misguided as Silicon Valley comparisons may be, people and enterprises across Africa
are forced to engage with them’. We agree with this view, but we further argue that this
engagement can help to focus on how much of the challenges digital entrepreneurship
faces in Africa are from global forces of inequality, as a result of colonial histories. Such
discussions should be at the centre or funding applications, policy recommendations and
practice that place emphasis on inclusion agendas.

Rather than assuming digital entrepreneurship in Africa will provide a level-playing
field in the global digital entrepreneurship scenario, we could consider how it may con-
tinue to amplify existing inequalities and the global North/South divide. Our contribution
lies in exploring organisations supporting digital entrepreneurship and innovation and
expanding theoretical implications of inclusion in the global South, and showing how
inclusion in the global South should consider global dimensions. Inclusion, we argue, is
contextual, embedded in context, and related to how people perceive themselves. It is,
however, influenced by larger historical and geopolitical dimensions. This implies that
we must approach inclusion holistically, viewing it as a discursive practise rather than
an outcome of digital entrepreneurship.
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Abstract. Despite the fact that scholars have identified blockchain technology as
a powerful tool that can facilitate financial inclusion and empower marginalized
people, there is a lack of research regarding its use amongst women, specifically
women micro-entrepreneurs. This criticism lends itself to the issue of gender
imbalances and inequality in some sections of IT/IS. This study aims to determine
the benefits, risks and challenges associated with using blockchain technology
for empowering women micro-entrepreneurs. A qualitative research strategy was
adopted by using an interview approach, and data collection which focused on the
perspectives of professionals employed in the blockchain sector.Using an affor-
dance lens as a guideline, the findings and analysis from the interviews show
that blockchain technology both directly and indirectly affords financial inclusion
amongst women micro-entrepreneurs in particularly access to financial products
and services to promote active participation. We found that many participants
motivated that a blockchain solution will not be feasible in the context of a single
micro-entrepreneur, but that women should form a network where they will be
able to support each other and benefit from economies of scale.

Keywords: Blockchain technology ·Women empowerment · Gender
inequality · Theory of affordances · Financial inclusion ·Micro-entrepreneurs ·
Development · Digital connection · Challenges · Benefits · Risks · Digital divide

1 Introduction

Women empowerment and gender inequality are key issues which are currently being
addressed globally [4]. Women empowerment is the process of improving the assets of
women and enhancing their capabilities; allowing them to influence and engage with
the institutions which directly and indirectly impact their livelihoods [2]. Empower-
ing women allows them to overcome the barriers they face and increases their socio-
economic statuswithin society.Womenmakeup56%of theworlds unbankedpopulation,
which inhibits them from participating within their countries emerging economies [25].
A major challenge women face is financial exclusion and the inability to easily transfer
assets, which limits their financial opportunities [7].
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Scholars have identified Information and Communications Technology (ICT) as
a powerful tool which facilitates women empowerment in developing countries [9].
Blockchain technology is regarded as a disruptive technology which has the poten-
tial to contribute to socio-economic transformation within developing economies [11].
By breaking down socio-economic gender barriers, blockchain technology facilitates
the empowerment of women by allowing them to participate in their nations’ growing
economies [3]. Blockchain has the potential to remove some of the current barriers faced
by these disempowered women and can promote financial inclusion through access to
financial resources, micro-lending opportunities, trade finance, supply chain finance and
investment opportunities, to name a few [3, 12]. Financial inclusion refers to the avail-
ability and access to affordable financial services, for those that have not been supported
by the formal agents within the traditional financial system [1]. This will enable women
micro-entrepreneurs to have more financial opportunities and grow their enterprises.

We conduct an empirical study on how financial inclusion enabled by blockchain
technology holds the potential for women empowerment. The study identifies barriers
for financial inclusion and suggests blockchain technology-based solutions to overcome
these barriers. The use of blockchain technology is still growing within developing
countries, it is thus important to recognize its potential for the development of women
and allow them to access this technology, to ensure that the digital divide amongst men
and women is not accelerated as blockchain adoption becomes more mainstream. This
criticism lends itself to the issue of gender imbalances and inequality in some sections
of IT/IS which further emphasizes the issue of digital divide [19].

Thus, it is important to determine how the digital divide can be reduced andmarginal-
ized women can be included within economies. More studies are needed to critically
analyze how women can overcome this digital divide and to actively participate to be
part of the decision-making process in the creation of digital tools. This is to ensure
that the solutions being designed to combat issues that women face are sustainable and
fit women’s existing skills, knowledge, and resources. If effective regulations are not
put in place, the continued usage of blockchain could accelerate the relative return to
sophisticated technology skills that men are more likely to have and further increase the
digital divide between men and women [3]. Using an affordance lens as a backdrop to
guide how financial inclusion can be realized with the use of blockchain technology and
to identify the factors which enable and inhibit this affordance’s realization.We consider
affordances as a “concept that enabled a middle ground between technological deter-
minism and social constructivism” [14]. To understand how a blockchain technology
could empower women, the following research questions were formulated:

Primary Research Question:
RQ: In what ways does blockchain technology afford financial inclusion for women
empowerment?



Leveraging Blockchain Technology for the Empowerment 219

Secondary Research Questions:
SRQ-1: What are the potential benefits and risks of blockchain for women?
SRQ-2: What are the challenges faced when trying to empower women through
blockchain technology?

Research Contribution:
This research aims to contribute to the limited body of knowledge and discourse on
blockchain technology for the empowerment of women and serve as a foundational
understanding for the application of blockchain technology as a sustainable solution for
women micro-entrepreneurs. It aims to explore blockchain as a phenomenon beyond its
applications in current research.

2 Literature Review

Methods
We performed an in-depth systematic literature review of existing literature to deter-

mine the current state of literature regarding the use of blockchain technology to empower
women. This was followed by a quality selection assessment and finally, analysis of data
in keeping with the hermeneutic cycle [5]. These steps were not performed in a rigorous,
sequential fashion; but rather steps were reiterated as determined by the researcher’s
interpretation and analysis [5]. In the following section, some of the key claims from the
synthesis will be explained (Figs. 1 and 2).

2.1 Challenges Faced by Women Micro-entrepreneurs

Amajor challenge faced by womenmicro-entrepreneurs is the lack of access to financial
products and services [7, 26]. This hinders their ability to grow and invest in their busi-
nesses. Considering these challenges, it is important to understand the benefits financial
inclusion holds for women. When women have access to adequate and affordable finan-
cial products and services, it does not only benefit themselves but their families and
communities as well [25, 26].

By leveraging ICT, women can transform their social, political, and economic lives.
ICT enables opportunities for growth and development, with the potential to bridge the
gaps in socio-economic development [9, 21].
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Fig. 1. Search and selection process (after the fashion of [15])

2.2 Blockchain Technology

Blockchain is an emerging technology which continues to attract significant interest
from scholars. It is seen as a revolutionary and potentially disruptive technology [13].
Blockchain is a decentralized, digital ledger that facilitates peer-to-peer transactions
without the need for third party intervention and enables a range of digital interac-
tions [24, 28]. By eliminating the need for third parties, blockchain technology lowers
uncertainty when exchanging value.

2.2.1 Blockchain Technology Risks, Issues and Limitations

Considering that blockchain technology is relatively new; ergo the risks of blockchain
have not been extensively tested and it is slightly complex for non-IT specialists to fully
understand [26]. This lack of understanding, or rather lack of knowledge on how to use
the technology, could be harmful [3]. There are certain challenges which could cause
reluctance for the use of blockchain and make it too expensive to deploy. There is no
clarity as to whether the costs will be low enough to make it affordable in developing
economies and whether there are ways in which these costs can be contained [8]. Afford-
ability of the technology therefore needs to be considered. Blockchain technology also
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consumes a high amount of energy [11]. There are currently existing attempts to min-
imize the energy costs but blockchain will always need servers and computers for the
processing of transactions –whichmeans it will always have a high-energy consumption.
Most of the blockchain processes need access to the internet [3]. As a result, countries
with unreliable internet access and poor energy infrastructure have more limitations for
the use of blockchain [18].

Blockchain can aid in overcoming some of the barriers faced in accessing trade and
commerce bywomen. However, it can also further aggravate gender inequality due to the
type of skills required for operating the technology [3, 28]. It requires highly specialized
skills. Lack of these skills on how to operate blockchain-based applications might create
even higher barriers to trade for women [3]. Blockchain technologies potential benefits
are recognized amongst scholars; however, it is noted that there is an evident risk due
to the lack of regulations and legislation regarding the use of the technology [26]. If
not regulated correctly, blockchain could increases the digital divide between men and
women, resulting in more gender inequality [3].

2.2.2 Governance

Blockchain successfully removes the need for a third party, as it does not require any
authentication or verification [26]. Blockchain technology can be considered “trust less”,
as there is no need to trust an intermediate organization in performing a transaction [10].
Instead, trust is spread across the peer-to-peer network. However, there is currently an
absence of a central authority which authorizes and regulates blockchain. There is also
a lack of legislation and no effective regulatory frameworks in place [3, 26]. Blockchain
is regulated differently in different parts of the world [3]. Without a globally accepted
regulatory framework or legislation,marginalized players in trade, such aswomenmicro-
entrepreneurs, could bemarginalized even further [3]. An internationally accepted global
standard or regulatory framework is required to ensure that this does not happen.

2.3 Blockchain Technology for Empowerment and Development

Research on blockchain is starting to enter the fields of humanitarian action, develop-
ment aid, and economic and social development [28]. The technology is currently being
used in areas of land titling, financial inclusion, sending remittances, providing identity
services, improving the transparency of donations, reducing fraud and corruption, trans-
forming governance systems, micro-insurance, micro-loans, cross-border transfers, cash
programming, grant management, along with organisational governance [17].

The following table is a collection of projects and companies which are currently
using blockchain technology for development (Tables 1 and 2):
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Table 1. Use cases of blockchain technology for development

Project/Company name Use case

Building Blocks – Piloting blockchain with
refugee women in Jordan

The UN Women and the World Food
Programme have launched Building Blocks for
Syrian refugee women who are seeking asylum
in Jordan. Building Blocks is a blockchain
application which uses a private, permissioned
blockchain, to shift from traditional cash
transfers. The application enables them to have
an online account without the need for any
financial intermediaries [3]. Many refugees
struggle with access to finance because they do
not have documentation to confirm their
identity. The application removes this barrier
by allowing women to access their accounts via
an eye-scan at supermarkets and receive cash
[3, 26]

Spenn Spenn is a start-up which is reviewing ways to
make instant financial transfers through SMS.
The company aims to create a service that
doesn’t need an internet-backed smartphone.
This allows women who live in villages, far
from bank branches to have access to finance
and purchasing power by allowing them to
transact and apply for loans [3]

EtherLoan and WeiFund EtherLoan and WeiFund are platforms which
enables women entrepreneurs to build up
creditworthiness. Monetary transactions are
recorded in their individual blockchain-based
identity. These platforms can help women in
developing countries secure loans without
having to go through lengthy bank procedures
[3]

Buy from Women – A UN blockchain based
initiative

Buy from Women aims to provide female
farmers in developing countries with important
information on the overall size of their
cultivable land, production and weather
forecasts, and market prices of their products
via SMS. This will enable female farmers to
connect to global value chains, thus increasing
their market access and ability to negotiate
better deals. It could enable them to track the
journey their produce undertakes before it
reaches the final consumer [3]

(continued)
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Table 1. (continued)

Project/Company name Use case

Alice Alice creates a series of incentives for social
organizations to report on their impact reliably
and in a transparent way. It incentivizes social
organizations to run projects transparently.
Donors can track their donations as well as the
performance of each project they donated to.
The company aims to restore trust in charities
and make it easier to identify and help scale
projects [10]

BanQu BanQu was founded in 2015. The company’s
goal is to solve extreme poverty, by providing
the poor with a verifiable identity. They believe
it will give the poor greater access to participate
in the economy and global supply chains,
providing them with greater opportunities, thus
improving their livelihoods [10]

Building Blocks – Piloting blockchain with
refugee women in Jordan

The UN Women and the World Food
Programme have launched Building Blocks for
Syrian refugee women who are seeking asylum
in Jordan. Building Blocks is a blockchain
application which uses a private, permissioned
blockchain, to shift from traditional cash
transfers. The application enables them to have
an online account without the need for any
financial intermediaries [3]. Many refugees
struggle with access to finance because they do
not have documentation to confirm their
identity. The application removes this barrier
by allowing women to access their accounts via
an eye-scan at supermarkets and receive cash
[3, 26]

Table 2. Participant demographics and professional experience

Participant code Gender Professional position Professional experience
with blockchain

F#01 Female Freelance blockchain
developer

4 years

(continued)
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Table 2. (continued)

Participant code Gender Professional position Professional experience
with blockchain

F#02 Female CCO of blockchain
product development
company

4 years

F#03 Male CTO of blockchain based
food supply chain

2.5 years

F#04 Male CEO of AI and
blockchain company

7 years

F#05 Female CEO of blockchain
product development
company

6 years

F#06 Male CEO of mobile payment
company

2 years

F#07 P1: Male, P2: Female P1: Blockchain
consultant, P2: CEO of
micro-finance institutions

P1: Research: 10 years
Corporate: 1 year, P2: 0

F#08 Female COO of blockchain
B2B2C marketplace

3 years

F#09 Female Project manager at
blockchain product
development company

Research: 1 year
Corporate: 3 months

F#10 Male Identity research engineer 4.5 years

2.4 Blockchain Technology for Financial Inclusion

Financial inclusion is a crucial component ofwomenempowerment.Under theUN’sSus-
tainable Development Goals, increased financial inclusion is a major goal as it increases
resilience and captures economic opportunities amongst poorer households and informal
economies [20]. Financial inclusion can be viewed as a catalyst to lift women out of
poverty by giving them a safe place to save money, build assets, and make their daily
lives easier [1]. Financial inclusion is not a means to an end, but it is universally recog-
nized as a critical component to reducing the current high levels of poverty and achieving
inclusive and sustainable economic growth.

An inclusive financial system has the possibilities for a greater volume of resources
for investment purposes and for the promotion and development of women micro-
entrepreneurs [17]. Blockchain technology has the potential to foster greater financial
inclusion, encourage economic participation and democratize and decentralize financial
services in a new disruptive way.

Blockchain technology can be leveraged to create a more accessible and open finan-
cial system. It enables decentralized financial services, which have the potential to
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broaden financial inclusion, promote permissionless innovation, and create new oppor-
tunities for entrepreneurs [6, 23]. It can decrease information asymmetries, increase
transparency and reliability in the system. The removal of the need for financial inter-
mediaries significantly reduces costs [16]. Thus, due to these reduced costs, previously
excluded participants will now be able to participate.

Blockchain technology can remove the barrier women currently face in the econ-
omy, and make foreign trade more inclusive, by including unbanked women in the
formal financial system, reducing the credit gap which women micro-entrepreneurs
face, enhancing transparency and the decentralized creation of records, and reducing
transaction costs and time involved in doing business [3]. There is great potential to
increase women’s participation within the economy. Blockchain can help womenmicro-
entrepreneurs overcome the costs associated with exporting and importing, and allow
these women to interact easily with consumers, other businesses engaged in the supply
chain, customs officers, and regulatory bodies [3, 8]. Blockchain technology allows for
the automation of credit checks and verification measures throughout the entire supply
chain process, which impacts the costs of the financial sector and the shipping indus-
try. These reduced costs encourage women micro-entrepreneurs to participate in their
economies [3, 27]. Reduced costs across the supply chain and for financial services
allows women micro-entrepreneurs gain competitiveness in foreign markets at higher
profitability. This can increase their overall market access within the economy.

3 Research Methodology

The aim of the research was to create new, richer interpretations of how blockchain
technology can facilitate women empowerment. The study was guided by an interpre-
tivist, inductive approach, focusing on the narratives and interpretations of participants
in order to create these new understandings [22]. This study began by analyzing existing
literature on blockchain technology for development and the empowerment of women to
identify current use cases of blockchain for empowerment and development. The study
did not examine the data collected in terms of theory-derived presumptions; theories
have thus been developed based on the themes present within the data after it has been
analyzed and interpreted. The study did, however, make use of the theoretical framework
of affordances to guide the interpretation of the empirical findings.

Qualitative methods were used to collect data through semi-structured interviews in
order to learn and report on participants perceptions and emotions of how blockchain
technology can facilitate financial inclusion among women micro-entrepreneurs. The-
matic analysis using NVivo software was used to analyse the data. The sample com-
prised of only blockchain professionals, as opposed to women micro-entrepreneurs.
This is because these experts understand blockchain and its potential for empowerment.
Blockchain companies are likely to facilitate more empowerment impact as they know
the capacity of the technology. The participants selected work on solutions that have
potential for women empowerment. There was a preference for female participants to
gain first-hand perspectives onwomen empowerment issues. However, due to the limited
number of females in the blockchain industry, it was not possible to only have females
in the study. Male participants were included in order to bring a different perspective to
the study and avoid any biases.
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A total of 12 interviewswere conducted, ofwhich only 10 interviewswere considered
to have valuable data. To complywith the ethical considerations of this study, participants
were given a code to ensure that they remained anonymous.

4 Data Analysis, Findings and Discussion

The table below presents the participants demographic characteristics.
All participants have at least one year of experience with blockchain technologies.

Many of the participants have high ranking job roles; and were thus able to provide valu-
able insights due to their levels of experience and a deeper understanding of blockchain
technology.

4.1 Empirical Findings

The findings consist of themes which aid in building further context as well as answering
the research questions.

4.1.1 Challenges Faced by Women Micro-entrepreneurs

As identified in the initial literature review, women micro- entrepreneurs face many
challenges which offset their economic growth. These being: no proof of record. Lack
of formal identity, financial exclusion, and limited access to information.

4.1.1.1 No Proof of Record
Currently, many of these women micro-entrepreneurs are not leveraging their existing
business data.Without this proof or record, they are unable to prove that they are running
sustainable and successful businesses. Thus, they cannot get access to financial services
which rely on this proven track record.

4.1.1.2 Lack of Formal Identity
The lack of formal identity was another challenge mentioned in interviews. Participant
F#04 noted that “[there are] still a lot of women who do not have identity and that’s a big
challenge, because men don’t really struggle with that problem”. This lack of identity
restricts them from registering their businesses, entering into contracts, opening bank
accounts and being able to access financial services [3].

4.1.1.3 Financial Exclusion
The lack of banking history, not having access to financial services and lack of funding
can be grouped into one larger theme and described as financial exclusion. Financial
exclusion was the most common challenge mentioned amongst the participants. Women
micro-entrepreneurs have difficulties accessing traditional financial services; “they have
no banking history, and they have no access to financial services”. (F#03; F#04; F#05).

4.1.1.4 Limited Access to Information
Because these women have limited access to information, they are not able to empower
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themselveswith an understanding of how the value chains they are operatingwithinwork
and do not have the resources to better position themselves for opportunities available,
“woman entrepreneurs don’t necessarily have access to or full understanding of the sup-
ply chains”. (F#04). This lack of access to information creates information asymmetries
within their value chains [3].

4.1.2 Benefits

The potential benefits for women if they were to adopt blockchain technology are that its
accessible and has less barriers to entry than traditional systems. Participants noted that
blockchain allows women to grow their businesses, it is censorship resistant, reduces
costs, increases credibility, promotes financial inclusions, reduces discrimination, and
allows women to create a track record of their operations.

4.1.2.1 Reduced Barriers to Entry
Participants noted that one of the main benefits of blockchain is because within the
traditional systems there was a “need to be able to lower barriers to entry” (F#08).
Unlike traditional financial services and other traditional products, blockchain allows
for fewer barriers to entry as there are not as many requirements to participate. Many
participants described blockchain based solutions as “more accessible” (F#01; F#02,
F#05, F#08). And participant F#10 said that “the barriers of entry are lower or almost
like non-existent in comparison [to traditional systems]”. It was also noted that you
would not need a bank account of credit history.

4.1.2.2 Business Growth and Job Creation
Another benefit identified was the ability for these women to grow their businesses expo-
nentially. Participant F#01 noted that “data is very empowering”.Having access to data
allows women to leverage this data to make informed business decisions and ultimately
grow their businesses, by gaining competitive advantage, allowing them access to mar-
kets, and increasing their market share. As these women’s businesses grow; it will lead
to job creation. With business growth and increased demand, there will always be a need
for more labour as businesses start to expand. As these women’s business start to scale
up, there will be “job creation” (#F08).

Blockchain can increase women’s access to information, thus improving their
bargaining position [3]. The access to information about other contracts will allow
these women to better position themselves to “negotiate with suppliers as they know
the contracts other businesses are getting” (F#08). Decreasing information asymme-
tries and allowing women access to important information will enable women micro-
entrepreneurs to be connected to global value chains, thus increasing their market access
and knowledge to be able to negotiate better deals [3, 6].

Blockchain technology “helps [women] have access to markets” (F#08). Because
blockchain removes barriers to entry and removes the obstacles of cross border purchases
and sales, it holds considerable promise to boost women’s participation in international
trade [3]. This allows women to access foreign markets. Blockchain also lowers the cost
of cross-border payments, which in turn make these markets more accessible to these
women [3]. Women can “use it as a as a method to make international payments as
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a way to store money specifically if [they] don’t have access to traditional financial
mechanisms” (F#05).

Another way these women can grow their businesses is by increasing their market
share.

Participant F#05 gave an example in the African context. “Because, if we look
at marginalized women in certain sectors, sorry, of certain countries, right. So, you
would basically increase the market share of that woman in a country where women are
probably not perceived to be valuable in the market space, right? Women don’t have
equal and fair opportunities to participate in that specific country. Right. So, the moment
you put a platform like ours, you put it on the block, and this woman now has access
instead of saying for instance, her country has 10 million people, right, of which her
market share is so low or so small, that she can’t really make a better business in that
market.

Now, the moment she goes on to the block, for instance, and it’s spread throughout
the whole of Africa. Now, she’s got a billion population, the size of a market [share] now
is about a billion, you know, on a macro scale, but obviously, you segment the market
now, maybe her market is now 100 million, as an example, you know, so which is 10
times more than then her country or entire country.

So, then she can then build her business, she can export products to countries where
whatever she produces is actually valued, you know, and it’s not because she’s a woman,
not because she’s not a woman. You know, it becomes irrelevant, you know, the agenda.
Then becomes irrelevant, because now people are not buying from a person anymore,
are they buying from a brand.

You know, they’re buying a product, you know, from a brand. So, so I think there’s a,
there’s a whole bunch of value.

So, firstly, increasemymarket [share]. And then also, obviously, by way of increasing
the market [share], I would be scaling my business, right so this is an opportunity for
them to scale the business and scale themselves out of just being a micro entrepreneur
into really starting to set up a proper business at the end of the day. The advantage that
you have with a with engaging or subscribing to or joining some sort of blockchain based
solution is the cryptocurrency advantage that comes along with that you say, because
the moment you do that, you open yourself to the possibilities of not just receiving Fiat
payments and pay payments in fiat currency, but also in cryptocurrency”.

4.1.2.3 Cost Reduction
Another significant benefit is the reduction in costs. Traditional services generally have
many fees and middleman costs. The removal of the need for financial intermediaries
significantly reduces costs [8, 16]. With blockchain “you don’t need to pay ridiculous
service fees”, “you don’t need to pay all those middleman fees”. (F#01; F#07), “there’s
fewer intermediaries. Right. And this results in cost savings that are significant that can
be passed on to, to the participants, or to the consumers”. (F#03). Due to these reduced
costs, previously excluded participants will now be able to participate [6].
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Blockchain also “reduces the costs of operations” (F#04). It can also allow these
women to “save on costs for travel, because [you are able to] buy on [your] phone”.
(F#08). These women would generally travel to buy their products.

4.1.2.4 Financial Inclusion
The main benefit identified in the analysis, and the main benefit which this study aimed
to uncover, is the financially inclusivity of blockchain. This was themost common theme
present amongst participants’ responses. Participants noted that blockchain enables
access to decentralized loan platforms, alternative credit scoring platforms, grant fund-
ing, alternative payment, and transaction mechanisms, and has the potential to unlock
traditional financial services through digital identities and documented business records.

Participant F#04 stated that “being able to give them access to funding” is the first
step towards financial inclusion as it allows women to invest in their businesses.

Participant F#03 and F#06 shared similar sentiments of using digital identities as
the first step for financial inclusion.

Participant F#03 shared “I think I think whenever I look at financial inclusion in the
unbanked space, I think that the ideas around this are like, initially, how can you give
somebody a means to transact? Right to transact, in a digital manner. And then beyond
that, how they do they give them access to a savings product or to loan and so but like,
at the core, they need first level to transact, just send and receive.

So, with blockchain, because the requirements to participate are not as rigid as tradi-
tional finance, you can onboard someone with minimal identification, or with alternative
identification, right? The infrastructure at least allows for this. Once they’ve been given
an identity, they can then suddenly, instantly receive send and receive value via digital
assets. Right. So, this is like the very first step in the financial inclusion. So, I think the
fact that you can create the fact that you can create an identity and use that identity to
send and receive and have minimal regulatory hurdles. I think those are the building
blocks to accelerate financial inclusion. So, once you have identity, and you can send
and receive, I think this is like, you know, like you’ve already done the heavy lifting in
terms of financial inclusion, any other product you add on top of that is a bonus”.

Another perspective offered by participant F#06 was that it “leaves room for
blockchain development, you know, where we will be pushing payments on the block
to allow for decentralized finance mechanisms on this on the blockchain, you know, and
then from there is, there’s a whole bunch of things that that you can do, you know, on
the blockchain.

So firstly, that would be number one, you know, so that everyone in the informal
sector, in the SME or micro entrepreneur space can benefit from that.

Because that’s the biggest stumbling block. So what I would, what I would do, I
would, if I would then like I would push to have my identity digitized, and go to the
financial institutions and present this to them as an alternative or if I were the university,
I would engage with the financial institutions and open the pathway for informal traders,
for SMEs for an identifiable individuals at this stage, to be included through some sort
of mechanism of digital identification. So that’s, that’s One”.

Both participant F#03 and F#08 emphasized the importance of using business
records to enable financial inclusion. “I think blockchain potentially can help to, to, in
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complementing the digitization of these day-to-day operations of some of these women,
which in turn helps to unlock financial services”. (F#03).

Participant F#08 explained how it helps to unlock access to insurance policies.
“Definitely, definitely. Remember blockchain technology how it started from the word
go was because there was a financial crisis. That happened because a small group of
people have created a system that only they can control and created barriers to entry for
many people making financial services to be exclusive to a certain calibre of people. So,
the people that discovered or invented blockchain, [identified] a need a system that will
be decentralized, meaning that you won’t have somebody controlling the entire supply
chain or the entire system.

That’s why they have to use it for financial inclusion, because at record keeping you
needed to submit it to the banker, you submit to the insurance company”. The participant
then goes on to discuss a practical example of how this can be done, “for example, when
a company wanted us to talk them [about] hair, we had to have insurance because if
you want to have products at 200 stores, that product has to be insured, but it could not
because insurance companies said that there’s no records here that proves that this hair
is what you say it is. They asked how do we ensure this thing just based on your word
that you say this is what it is? Then again, it was not insurable.

Insurance is a part of financial inclusion. For businesses, you need that insurance.
But insurance [companies] don’t insure anything that is not documented, they won’t
even show a car that doesn’t have papers. Therefore, they won’t ensure any asset that
doesn’t have papers and a proof of where it came from. If it’s a laptop, they want a
serial number, they want all those kinds of things that actually prove the existence and
the creation of the product itself. So that’s [how blockchain will] help them with that,
[access to insurance].

So, when it comes to that financial inclusion aspect, being able to prove that you are
running a sustainable business [is important]”.

4.1.2.5 No Discrimination
It was clear amongst participants responses that women face discrimination when apply-
ing for loans or credit. Blockchain is able to reduce these levels of discrimination as the
technology allows you to only share certain credentials and “it is kind of like pseudo
anonymous to a degree”. (F#01); “if I just have your wallet address, I can’t tell if you’re
a woman or a man. So, I can’t actively discriminate against you”. (F#01; F#02).

4.1.3 Risks

Three risks of using blockchain were identified amongst participants responses. There
was a concern that the lack of regulation could pose a risk to alreadymarginalized people
[3]. Participants offered different perspectives within their responses. Some participants
stated that “the nice thing about blockchain is that it allows for self-regulation” (F#08),
while others were worried the lack of regulation could pose as a risk, and one participant
stated they were unsure of whether it would have any negative effects.

Participant F#03 and F#04 felt that the “lack of regulation can put these women at
risk”. Participant F#03 stated that “because there is no regulation, it opens things up
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to counterparty risk, which is the risk that you’re like, the other person in a transaction
won’t fulfill the end of the transaction”.

Participant F#05 stated that they did not knowwhether this would pose a risk, sharing
that they were unsure. “I’m not sure. Possibly” (F#05), however, they also mentioned
that within the blockchain space, people would not accept a solution which actively
discriminates against a certain group of people.

The lack of private key management was the most common risk present within the
responses. Blockchain does not have any ways to recover your keys; “if you lose your
key. That’s it, it’s gone”. (F#01; F#02; F#04; F#06; F#10). This is not an ideal situation,
especially in the case that this would be their entire investment and poses a great risk.
For marginalized people who are already struggling with their finances, these women
cannot even afford to lose access to their money with no way of recovering it.

Similarly, as with not being able to afford losing your keys, “these women will not
be able to take the hit should the cryptocurrency they are using or inv ested in had
to massively drop”. (F#01; F#04). Thus, the volatility of cryptocurrencies is another
major risk; in the case that women should accept cryptocurrency as a payment method
or investment opportunity.

Although there are many benefits associated with the use of blockchain technol-
ogy, the risks of using blockchain cannot be ignored and need to be explored before
considering whether to adopt blockchain.

4.1.4 Challenges

Although blockchain technology has been described as disruptive and revolutionary, it
is not a panacea to all these ‘women’s problems’ and is not without its limitations. There
are several concerns that are important to consider. This theme addresses the challenges
which come with the use of blockchain technology.

4.1.4.1 Lack of Awareness and Understanding
Participants stated that many women micro-entrepreneurs would not even know that
blockchain is an option for them. Other participants noted that “blockchain is a complex
technology” (F#08), and many people do not understand it. This would negatively influ-
ence the adoption of a blockchain solution, as without awareness and understanding,
one would not know how it could benefit you. The lack of understanding should not be
overlooked, as it is important to understand how new technologies can be used, to reduce
the risk of more harm being done than good [3, 26].

4.1.4.2 High Costs
The operational costs and cost of adopting a blockchain solution can be extremely high.
Majority of participants noted that the high costs was the biggest challenge, especially
because these women do not have excess finances available. Many participants stated
that “it needs to be more affordable” (F#01; F#02; F#09). Participant F#07 and F#08
shared similar sentiments, stating that it will not be a feasible for a single woman micro-
entrepreneur to adopt or develop a blockchain solution, as the costs would be far too high.
Participant F#07 stated that “it can be [too] costly”, while participant F#08 offered a
solution to overcoming this problem.
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F#08 “Firstly, blockchain, it works a lot with macro-economics. So, with micro-
economics, if I was a small business by myself, I wanted somebody to build me a
blockchain solution for myself, it will be too expensive. So, you have to know that before
you build a blockchain [solution], you are building it for a community of more than 1000
business users that are going to use it otherwise cannot be an expensive exercise that
will not be able to be sustainable”.

4.1.5 Potential Use Cases for Financial Inclusion

The majority of participants focused on the direct financial aspects. Alternative perspec-
tives included use cases which indirectly focus on financial inclusion, which were using
blockchain to digitize business operations, digital identities, create a consistent track
record to prove their sustainability and build credibility, proving authenticity and supply
chain management.

4.1.5.1 Credit Scoring
Blockchain has the potential to create an effective “credit scoring system” (F#02, F#03,
F#05). It can track payment histories [3, 17]. Participant F#02 stated they “believe
credit score systems can be very biased”, a blockchain enabled solution will provide a
transparent way of calculating credit scores.

4.1.5.2 Cryptocurrency
Using cryptocurrency will allow women to participate in foreign trade [3, 16]. Transact-
ing with cryptocurrency gives women access to global markets, because when transact-
ing “with fiat currency’s, women are restricted to their local markets”. (F#06). Using
cryptocurrencies also “removes the need for financial intermediaries, which results in
savings which are directly felt by the user”. (F#03).

4.1.5.3 Digital Identity
A blockchain enabled digital identity was a common use case mentioned for financial
inclusion. Participant F#09 offered a perspective which ties into some of the previous
themes discussed. “So digital credentialing, I feel like would be a very good alternative
because it allows the person to also to provide information they wish to provide. You
could exclude your name which may or may not reveal your gender and also your gender
but as all of the rest of the information has been verified and backed, then this will not
influence and this your application”.

4.1.5.4 Supply Chain
Using blockchain technology within supply chains was mentioned to indirectly con-
tribute to financial inclusion; as it lowers costs by removing middlemen, having access
to information gives women bargaining power, and having a deeper understanding of
their supply chains allows them to make informed financial decisions. Blockchain tech-
nology allows for the automation of credit checks and verification measures throughout
the entire supply chain process, which impacts the costs of the financial sector and the
shipping industry. These reduced costs encourage women micro-entrepreneurs to par-
ticipate in their economies [27]. Reduced costs across the supply chain and for financial
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services allows women micro-entrepreneurs gain competitiveness in foreign markets at
higher profitability.

5 Conclusion

This studywas conducted to determine theways blockchain technology can be leveraged
to empower women micro-entrepreneurs through financial inclusion. The study focused
on answering the main research question; ‘in what ways does blockchain technology
facilitate financial inclusion for women empowerment?’.

It is evident that the way blockchain technology can empower women is many-
fold. Blockchain is able to assist in overcoming many of the current challenges women
micro-entrepreneurs are facing regarding financial inclusion. The findings reveal that
blockchain technology both directly and indirectly affords financial inclusion amongst
these women. The proposed model below summarises the key findings using an
affordance lens.

Fig. 2. Summary of the key findings using an affordance lens

The use of blockchain technology allows women micro-entrepreneurs to grow their
business and affords them the opportunity to access both local and foreign markets,
increase their market share and increase their participation within the economy. As
their business grows, their revenues will increase, and they will be able to scale their
businesses. Being financially included does not only mean having access to financial
products and services, but rather being able to financially participate as well. It is,
however, important to note that a blockchain solution will not be feasible in the context
of a single micro-entrepreneur, and that these women should rather form a network
where they will be able to support each other and benefit from economies of scale.
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5.1 Limitations

Therewere certain factorswhich limited this study, the first one being the limited research
on blockchain technology forwomen empowerment. In certain instances, the paper relied
on blog posts to explore how blockchain is currently being used to empower women.
However, the researchers ensured that these were from reputable websites and that the
author of the blog had knowledge and experience with blockchain technology. Secondly,
the most evident limitation was that this study does not have the perspectives of women
micro-entrepreneurs. It was, however, decided that the studywould havemore grounding
coming from the organizational context and by analysing the perspectives of blockchain
experts who understand the technologies potential.

5.2 Future Research

Considering that this study did not include the perspectives of women micro-
entrepreneurs; future research can be conducted which analyses factors which influence
adoption amongst these women and aid in the development of an adoption framework.
Alternatively, future research can aid in the development of a conceptual model to guide
organizations on how to apply strategies in blockchain for women empowerment.
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Abstract. This paper conducted a Critical Discourse Analysis (CDA) on top
IS publication outlets in Sub-Saharan Africa. The aim was to identify and criti-
cally evaluate taken-for-granted assumptions contributing to themarginalisation of
indigenous finance institutions (IFIs). The scarcity of literature suggested absence
of a discourse on IFIs in the ICT4D domain. Consequently, no substantive deduc-
tions were made on violations of validity claims. Habermasian CDAwas nonethe-
less applied to the selected literature to highlight issues relating to comprehen-
sibility, truth, sincerity and legitimacy. Majority of the literature extended the
narrative of IFIs as part of the transient informal economy that is expected to
dissipate as viral digital technologies such as mobile money aid the mainstream
financial system to achieve total financial inclusion. Alternative perspectives were
missing from this body of literature. Appropriate definitions, diverse research
questions and methodologies are required to better understand IFIs, their history,
contemporary practices and role in sustainable development.

Keywords: Indigenous finance institutions · Informal finance · Digitilisation ·
Digital technologies

1 Introduction

Digitalisation “refers to the structuring ofmany and diverse domains of social life around
digital communication andmedia infrastructures” [1, p. 5]. The concern of this paper is to
explore how indigenous finance institutions (IFIs) are interacting with, influencing, and
being influenced by digital technologies. The term ‘indigenous’ is elusive to define. From
an African perspective, indigenous knowledge is regarded as that which is embedded in
African philosophy and practices that have existed for centuries [2]. To define indigenous
finance institutions, a brief review of the informal sector is necessary. The informal sector
has been the subject of debates, particularly among economists and policymakers. Even
the definition of what the informal sector is, is not conclusive [3]. Broadly, the informal
sector is a ‘greymarket economy’ that is not governed by the formal and legal frameworks
outlined for businesses in a certain jurisdiction [4].
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From a macroeconomic viewpoint, governments have related to the informal sector
in either of two ways [5]. The first is by embracing and supporting it. The second is
attempting to bring it under their regulatory purview to enforce various standards such as
labour and tax laws. The rationale for businesses in the informal economy is to avoid high
operational costs that comewith formalisation, and this allows them to provide affordable
products and services to large sections of the population [4].While unregulated by formal
legal frameworks, the informal sector has its own internal system created and enforced
by various stakeholders within the ecosystem. The entire phenomenon can, in one way,
be considered a response to the brutal and bureaucratic formal system that constrains
personal initiative particularly among groups with limited socio-economic capital. The
informal sector thus creates a “shadow” economy that offers a path out of poverty. In
the place of written laws and contracts, the informal economy is governed by mutual
cooperation, collaboration and reciprocity.

The informal sector is vast, but this article is only concerned with one aspect of it:
informal finance institutions. Origins of informal finance institutions such as rotating
savings and credit associations (ROSCAs) and accumulating savings and credit associa-
tions (ASCAs) have been traced to urban immigrant groups needing a source of capital to
build new livelihoods in new environments [4, 6]. In pre-monetized societies in Africa,
similar practices existed prior to European contact with the continent [2]. There were
activities coalesced around families, communities, or kingdoms whose objective was
communal welfare. This is consistent with one of the most prominent African philoso-
phies, Ubuntu, which posits that a person is a person through other people, thus placing
the community’s interests above the individual.

Modern day community-based finance institutions that still espouse Ubuntu philos-
ophy can be found across Africa [2]. Chama, Chilemba in East Africa, Esusu, Susu,
Tontines, Djanggi in West and Central Africa, stokvels, Chilimba in Southern Africa.
Although in literature these institutions are typically referred to as informal finance
institutions, it is owing to their links to pre-colonial practices that the term ‘indigenous
finance institutions’ is preferred in this article. By so doing, the virtues of indigenous
socio-economic practice such as mutual co-operation and communal welfare are given
higher credence than the notoriety and lack of governance that the term ‘informal’
invokes [3].

2 Contextualising Indigenous Finance Institutions

Indigenous finance institutions (IFIs) are significant contributors to household income
and employment in developing countries [3]. Specifically, IFIs provide bootstrap financ-
ing for small businesses as well as other needs among financially marginalised commu-
nities in the global South [2]. Unlike mainstream bank financing, the IFI channels have
lower repayment cost and do not have strict requirements such as collateral as prereq-
uisites. This source of capital is crucial particularly to start-ups before they develop the
track record that can qualify them for credit with banks.

Despite its centrality in the lives of the financially excluded, the IFI sector has histor-
ically been viewed as “temporal”, “fringe” or a “waiting room” in the transition process
from traditional, rural to the formal, urban economy [3]. This persistent informalization
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of IFIs has delegitimized their existence, which served to worsen their exclusion in the
global financial discourse. In this paper, we view the IFI sector as existing of its own
accord, not solely because of marginalisation and exclusion [2, 7]. IFIs have been largely
associatedwith rural, urban poor, low literacy, low-income populations [8]. These groups
also tend to be underserved by themainstreamfinancial system and thus forced to depend
on alternative means of accessing capital and other financial services. Although these
groups depend more on IFIs, proliferation of IFIs among urban, educated and banked
groups suggests that access to the mainstream financial system does not obliterate the
role of IFIs.

Although financial inclusion in the mainstream financial system has increased
steadily in Sub-SaharanAfrica, thewidespread use of IFIs has remained. InWest African
countries such as Ghana and Nigeria, usage ranges between 50–95% of the adult popu-
lation [9]. In South Africa, access to mainstream financial services is above 70%, which
is one of the highest in Africa [10, 11]. Nonetheless, 11.5 million people, which is more
than half of the adult population, use IFIs regularly [12]. While the number of those with
access to banks is large, only about 33% use them for savings and 12% for borrowing
[10]. These are among the services IFIs offer with more flexibility and lower costs than
banks. This shows, at least in the case of SouthAfrica, thatmere access to themainstream
system does not eliminate people’s use of IFIs.

Whether viewed as transition states or lasting institutions, the current role of IFIs
in socio-economic development is self-evident. Additionally, the fact that they have
survived attempts to formalise and ‘civilise’ them for decades speaks to the resilience
of communal practices and institutions. Resilience in IS discourse has been approached
from several perspectives. Heeks and Ospina [13, p. 75] define resilience as “the ability
of a system to withstand, recover from, and adapt to short-term shocks and longer-term
change.” One way of assessing resilience is by looking at before, during and after a
disturbance to a system has occurred [14]. Although the technological revolution has
affected IFIs, the largest shock they have faced and prevailed against so far is colonialism.
Colonialism significantly disrupted livelihoods and socio-economic structures in Sub-
Saharan Africa. Thus, it is possible to look at IFIs before, during and after colonialism
to get insights about the resilience of these indigenous information systems.

The second approach of assessing resilience is using three attributes: robustness,
self-organisation and learning [13]. Robustness is a measure of how well a system can
maintain its characteristics and performance in spite of external shocks and disturbances.
The current principles, activities, and practices of IFIs are very similar to pre-colonial
practices which included among other things regular meetings and contributions in one
form or another for the mutual benefit of all members. Self-organisation measures how
well a system can recover by rearranging its functions and processes to adapt to external
disturbances. IFIs shifted from non-monetary to monetary contributions when the tradi-
tional African ways of subsistence were disrupted, and most people transitioned to the
cash economy [6]. Learning refers to the system’s ability to generate feedback and use it
to build new skills, attitudes, and competencies necessary for experimentation and inno-
vation. Ongoing appropriation and domestication of ICTs in IFIs [12, 15] is evidence of
a system that is capable of engaging with external knowledge and incorporating it where
it is found to improve the system.
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By the metrics of resilience outlined by Heeks and Ospina [13] and Atinaf, Molla
and Anteneh [14], IFIs are resilient indigenous financial systems. This should interest
the ICT4D community to understand IFIs and their relationships with ICTs and develop-
ment goals better. This is particularly important because of the fundamental differences
between the philosophies underpinning IFIs and digital technologies. IFIs are rooted
in African philosophy, that puts we (the community) ahead of I (the individual) [16].
Digital technologies are underpinned by Western philosophies centred on the individ-
ual. Although IFIs are appropriating some digital technologies, there is a fundamental
misalignment. This misalignment is worth investigation so that IFIs can be offered ICT
solutions aligned with the African way of knowing [16, 17], to support them to play their
role in socio-economic development.

ICT4D practitioners have been called upon to engage deeper with various stakehold-
ers, including community organisations playing a role in poverty and inequality eradica-
tion among other development goals [3]. In 2019, the Electronic Journal of Information
Systems in Developing Countries (EJISDC) ran a special issue on “IT for the informal
sector in developing countries”. This issue appealed to the IS community to provide
nuanced IT solutions that can support the informal sector “beyond the conventional
straight-jacketed technology, economic, and policy solutions for the informal sector”
[5, p. 1]. Bhattacharya [3] further proposed that ICT has much to offer the informal
sector when it is not used solely as a tool to formalise the sector. The rallying call in the
special issue and the propositions made therein back this article’s interest to examine
the discourse around ICT tools designed for and used by IFIs.

The next section discusses critical discourse analysis as the approach that was chosen
for this review and the rationale for the choice.

3 Critical Discourse Analysis (CDA) Review Methodology

Critical discourse analysis (CDA) is one of the methods of conducting systematic liter-
ature review. Specifically, it is a critical review method applied when the objective is to
examine and challenge ideological assumptions existing in literature [18]. By analysing
a discourse, CDA brings out ideological hegemonies that may have been reproduced in
literature in a domain. The two most common perspectives in CDA are Foucaldian and
Habermasian CDA. While both seek to identify and challenge ideological hegemony
with emancipatory ends, they approach it from different perspectives. Foucaldian CDA
examines a communicative utterance, the context, and power structures between actors.
Further, it examines historical discourse and how it influences current norms and prac-
tices. Habermasian CDA on the other hand analyses communicative utterances between
actors in a communicative process. This scope limit assumes an ideal speech situation,
a transcendental condition where all actors participate in the communication process
freely, with no coercion from hegemonic powers.

However, it is acknowledged that the ideal speech situation is rarely achieved due
to power imbalances [18]. Thus, communicative utterances are assessed to identify how
actors have deviated from the ideal speech situation. This deviation could be a result
of conscious or unconscious hegemonic participation. Conscious hegemonic partici-
pation is intentional manipulation of communication while unconscious participation
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constitutes adopting and advancing dominating ideologies in a taken-for-granted man-
ner. Habermasian CDA is concerned with the latter. Habermasian CDA was selected to
assess the IFI digitalisation discourse. Applying Foucaldian CDA and assessing con-
scious hegemonic participation involves direct criticism of individual and institutional
actors advancing hegemonic participation. The discourse assessed in this review com-
prises of publications. It is not part of the objective of this review to assess the authors
and affiliated institutions. Rather, the interest is to analyse the discourse itself to identify
the various perspectives and assess any unconscious deviations from the ideal speech
situation.

Unconscious hegemonic participation is identified by assessing the discourse against
four validity claims: comprehensibility, truthfulness, legitimacy, and sincerity [19]. To
be comprehensible, utterances should be linguistically simple, free of technical jargon
that makes it difficult to understand. Truthfulness refers to the content of an utterance,
where arguments should be factual and complete. Legitimate discourse is inclusive of
all perspectives. Sincerity is the disparity between the speaker’s utterance and what they
intend to communicate.

CDA is value laden. Thus, it is not entirely free of the researchers’ bias, beliefs
and assumptions [18]. To support the researchers’ interpretation and judgement of the
discourse assessed, empirical evidence is required [18, 19]. This prevents researchers
from making conclusions that are not a truthful representation of the analysed text.
Wall et al. [18] outline four principles of conducting Habermasian CDA on publication
discourse. First is to assume that the publication process aspires towards the ideal speech
situation by being open to debate and allowing researchers to present alternative, even
unpopular ideas without fear of any negative consequences. The second is to assume
that hegemonic participation existing in a domain is unconscious. Hence, focus and
criticism is directed towards concepts and not the authors and their institutions. Thirdly,
researchers should test each text against the four validity claims but draw conclusions
based on the body of literature assessed and not a single publication. Lastly, the review
can be conducted on a sub-discipline or across several disciplines depending on the
nature of the topic at hand.

The body of literature selected for this review comes from five publication outlets:
the Information Technologies & International Development Journal (ITID), Electronic
Journal of Information Systems in Developing Countries (EJISDC), African Journal
of Information Systems (AJIS), Information Technology for Development (ITD), and
IFIP Working Group 9.4 (IFIP). Bai [20] identifies ITID, EJISDC and ITD as the top 3
ICT4D journals globally. AJIS was selected for it’s speficic focus on IS research from
within the African continent. IFIP WG 9.4 was selected alongside the journals for being
one of the longest running top conferences globally, and is specifically dedicated to
research on social implications of ICTs for development. Wall et al. [18] recommend
top journals for critical reviews as they have a wider audience and are more cited, hence
havemore ideological influence on the community. The four journals and one conference
selected are among the top reputable publication outlets for IS researchers in developing
countries, particularly those researching ICT4D. They are therefore a good sample of
advances in ICT4D, the dominant ideologies around digitalisation and innovation in
developing countries.
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Before embarking on a critical review, a likelihood that some ideological hegemony
exists ought to have been first identified. “A simple review of a representative sample of
the literature based on a specific and simple set of criteriamaybe sufficient to demonstrate
the need for a full-scale critical review” [18, p. 11]. The authors’ first conducted a
literature review as part of a proposed co-design study to develop an ICT solution for
IFIs. It was then that it became apparent that digitalisation of IFIs was scarcely discussed
in literature. The literature was extended to the broader informal sector to understand
how it is being supported by ICTs. That further supported the intuition that the informal
sector is under researched in general, and ICT practitioners’ attention has been called
towards the sub-domain [3]–[5]. The EJISDC special issue in early 2019 emphasised
the need for more empirical research in the informal sector. This forms the backdrop
against which this review will be attempting to establish a discourse in the sub-domain
by assessing articles for the period 2019, 2020 and 2021.

The next section presents the analysis and findings based on the four validity
claims.The coding schema developed by Wall et al. [18] for conducting CDA was fol-
lowed for this analysis. It includes guidelines such as which speech elements to analyse
for each validity claim as well as the section of publication these elements are likely to
be found.

4 Empirical Analysis and Findings

After the 5 publication outlets were identified, the authors searched each of them manu-
ally, browsing each issue from 2019 to 2021 and identified topics related to the informal
sector or informal finance. This yielded only six papers after full paper screening. Due
to this low number, the authors searched Scopus for additional papers using the key
words ‘informal financ*’ ‘digitisation’ and ‘digitalisation’. This yielded an additional
six papers. All the papers analysed are presented in Table 1. The six papers from the
supplementary search on Scopus are marked with an *.

Table 1. A summary of the papers analysed

Authors Publication Country/context Paradigm Methods

[21] ITD Ghana Positivist Quantitative

[22] ITD Zambia Positivist Quantitative

[23] EJISDC Zambia Interpretivist Qualitative

[24] EJISDC Sub-saharan Africa Qualitative

[25] ITD Nigeria Quantitative

[26] ITD 44 African countries Quantitative

[27] * Journal of Enterprising
Communities: People and
Places in the Global
Economy

42 African countries Positivist Quantitative

(continued)
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Table 1. (continued)

Authors Publication Country/context Paradigm Methods

[16] * 1st Virtual Conference on
Implications of Information
and Digital Technologies for
Development

Critical Qualitative

[28] * Telecommunications Policy Burkina Faso Positivist Quantitative

[29] * 1st Virtual Conference on
Implications of Information
and Digital Technologies for
Development

Malawi Qualitative

[12] * International Development
Informatics Association
Conference

South Africa Interpretivist Qualitative

[30] * International Conference on
Information Resources
Management

South Africa Interpretivist Qualitative

For the analysis, the screening was done manually and NVivo 12 was thereafter
utilised for coding and analysis. Table 2 presents some of the assumptions extracted in
papers, which form the basis of identifying a discourse in the literature analysed.

The main deduction that was made from the search and analysis was that there is
no discourse on IFIs in Sub-Saharan Africa within the ICT4D domain. This conclusion
was arrived at based on the lack of literature on the subject from the top publication
outlets. The extended search on SCOPUS did not yield much either. While the papers
found provide knowledge on some studies and perspectives on the informal sector, they
are insufficient as a corpus for discourse analysis. This lack of discourse can be viewed
as a form of unconscious hegemonic participation where a research sub-domain has
been neglected by researchers without conscious intention on their part. Based on this
deduction, no conclusions were drawn on violations of validity claims. Instead, CDA
was used to map out issues related to each validity claim, from which implications and
recommendations for future research were later derived.

The comprehensibility claim is concerned with the ease of understanding terms.
Although the informal sector concept was fairly clear, informal finance was not clearly
defined. In one instance IFIs such as rotating savings and credit associations and self-help
groups (SHGs) were classified under microfinance institutions and in another, the same
were classified together with practices such as hiding cash at home, using predatory
loan sharks, using bus drivers as remittance channels, and keeping livestock. Thus, the
concept of informal finance, the variety of practices and institutions within it is unclear.
Truthfulness is concerned with factual accuracy in a discourse. The fact that very few
studies engaged with IFIs empirically challenges some of the assumptions extended in
conceptual papers. For instance, while some conceptual articles on financial inclusion
reported that the use of informal finance is declining, the studies that were dedicated to
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Table 2. Examples of assumptions extracted from the analysis

Validity Claim Underlying assumption Testing Criteria Findings

Comprehensibility Informal finance
reflects a lack of formal
financial services and
regulations

Definition of informal
finance institutions

Only 3 studies
described informal
finance institutions
according to their
practices as opposed to
being the opposite of
formal, regulated
financial institutions

Truth Financial inclusion
studies capture IFI
perspectives

Empirical situation Only two out of 12
studies engaged
directly with IFIs to
capture first-hand
perspectives

Sincerity Informal finance will
disappear as more
people move to the
formal financial system

Connotations Informal finance was
not discussed much
and when it was, it was
only a few remarks in
passing

Legitimacy Informal finance is
mostly used by the poor
and unbanked

Lack of diverse
perspectives

Poor, poverty,
unbanked, rural,
excluded appeared
frequently

Methods There were no design
or evaluation studies

Focus on registered
microfinance and SMEs

All except two
empirical studies
engaged with
registered microfinance
and small enterprises

Mobile money as the
ultimate financial
inclusion innovation

Mobile money had the
highest occurrences
across the studies

IFIs and surveyed IFI users reported a different picture, both in qualitative findings and
national statistics. The confusion between the diffusion of mainstream financial services
coupled with innovations such as mobile money, and the decline of informal finance
usage reflects some unconscious deception on the assumed future of informal finance.

The sincerity claim looks at connotative language thatmight result in confusion.Only
3 articles had sections expounding on informal finance and their various forms. While
there was a recurring acknowledgement of the role informal finance has been playing
especially among the unbanked, it was mostly followed by an elaborate discussion on
mobilemoney as a panacea for the financiallymarginalised. ‘Mobile’ was by far themost
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frequently used word in the publications (1021 instances). On the other hand, ‘informal’,
which comprised also of non-finance mentions of the informal sector had 348 mentions
and ‘rotating’ which captured rotating savings and credit associations (ROSCAs) had
only 19 mentions. In one instance, when highlighting the gap in financial inclusion,
ROSCAs and ASCAswere classified as informal services that the marginalised resort to.
In the same article in another section highlighting the impact of mobile money, ROSCAs
and ASCAs were classified as formal savings channels that have benefited from mobile
money alongside banks. The authors don’t take this as intentional distortion of the place
of IFIs but a result of the lack of clarity pointed out under the comprehensibility claim.

The legitimacy claim concerns the inclusion of different perspectives. First, most
studies in their background and literature review sections acknowledged the informal
sector, and the existence of both registered (and regulated) and unregistered (and unregu-
lated) institutions.However,when sampling,majoritywent for the registered institutions,
be it SMEs or microfinance institutions (MFIs). One of the assumptions advanced was
that informal finance is mostly for the poor, rural and unbanked. Among the keywords in
this domain, ‘poor’, ‘poverty’, ‘rural’ appeared frequently. Only two studies presented
profiles of educated, urban and tech savvy IFI users. Thirdly, participation in informal
finance was also predominantly presented as a survivalist endeavour for the unbanked.
The alternative perspective of IFI users which was only represented by two studies sug-
gests there are social-cultural reasons why people choose to use IFIs despite having
steady income and access to mainstream financial services. Informal finance tended to
be reduced to remittances, with multiple instances referring to insecure ways of sending
and receiving money, and cash storage in lockboxes. There was a lack of other perspec-
tives on IFIs such as easy sources of low-cost credit for personal and business needs,
social capital and insurance mechanism [8]. Lastly, innovation in informal finance was
predominantly discussed in relation to mobile money as the solution. Apart from discus-
sions of how IFI users are appropriating and domesticating popular ICTs such as mobile
devices and social media, the entire body of literature analysed lacked any mention of
niche innovation for or within IFIs by the ICT4D community.

5 Implications and Recommendations for Future Research

Overall, the literature analysed reflects a nascent debate in ICT4D on indigenous finance,
its role in socio-economic development and its future. Thedifficulty to define the informal
sector applies to the IFIs too. The paucity of literature dedicated to innovations in IFIs
may be because of the dominant view of their transitory nature. If one regards the
informal sector, IFIs included, as survivalist transitory states that will eventually dissolve
naturally as people transition to the formal system, then it might not be worth investing
in ICT solutions for. There are exceptions to this dominant view, such as the conceptual
discussion by van Stam [16] and empirical studies by Biyela, Tsibolane and Van Belle
[12], Menze and Tsibolane [30] and Kariuki and Ofusori [15].

Comprehensibility can be enhanced by having more studies in the vein of Aliber [7],
Ojera, [2] and van Stam [16], dedicated to in-depth exposition of IFIs, their history, con-
temporary practices and the role of ICTs in supporting them to promote socio-economic
development. IFIs and other informal sector institutions are usually described on the
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basis of what they are not, such as not regulated, nor registered [7, 31]. As a starting
point, appropriate definitions and descriptions can be debated and agreed upon. Truth
and sincerity can be addressed by openly acknowledging that deeper perspectives of IFIs
exist and encouraging more research to understand them. Terms such as ‘unregulated’ in
defining IFIs only consider the legal frameworks that apply to mainstream financial sys-
tems, while disregarding that IFIs have their own form of governance that has sustained
their existence for centuries.

Legitimacy can be enhanced by IT/IS researcher’s broadening the scope of empirical
investigations. The informal sector is seen as generally meeting a demand for products
and services that the formal economy is unable to meet. From this viewpoint, the exis-
tence of IFIs signals financial intermediation needs among populations that are under-
served by the mainstream financial system. However, there is evidence of IFI use cutting
across demographics [8, 12], and in Sub-Saharan Africa, such practices preceded the
establishment of the mainstream financial services on the continent [2, 7]. Different
questions therefore need to be asked such as why people choose to use IFIs even when
banked, what the role of IFIs is in sustainable development and how ICTs can support
that. While there is no shortage of innovation around mobile money, mobile banking and
other financial technologies aligned with the mainstream financial system, the lack of
innovation for IFIs reflects the view of indigenous finance systems as subaltern. Other
areas of the informal sector such as street trading have received diverse attention, includ-
ing design science research to understand their unique challenges and build responsive
ICT solutions [32]. Such methodological variety can also be applied in researching IFIs
which would be in line with da Silva’s [33, p. 693] call for “…new studies to develop
more native and indigenous theories of ICT4D”. Lastly, a lot of ICT4D literature is under-
pinned by assumptions of individual agency and empowerment [34]. IFIs are established
and run based on collective empowerment. Studies that explore this notion of communal
or collective capabilities would enhance our understanding of ICT adoption and use in
contexts where groups can have more empowerment and emancipatory impact than the
individual.

6 Conclusion and Limitations

The IT/IS space is a fast-paced environment. Thus, three years since the EJISDC special
issue called for innovation in the informal sector was deemed a sufficient timeline to
examine what steps the ICT4D community has taken in response to the call. Among
the top publication outlets selected, the findings indicate a scarcity of both conceptual
and empirical studies regarding IFIs. Focusing on the five publication outlets that were
deemed among the top voices of IS in Sub-Saharan Africa limited findingmore literature
that may have been published in other venues. Future research can expand the number
of outlets to capture more perspectives.

CDA is rooted in the critical paradigm which calls for self-reflexivity as part of
the research process [19]. Methods used, analysis and interpretation in interpretive and
critical research is usually limited by the researcher’s experiences andworldview [35]. In
this case, the authors are interested in the preservation of indigenous knowledge systems,
of which IFIs are a part, and how ICTs can support these alternative ways of knowing
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that may not be compatible with mainstream ideologies and artefacts. Therefore, the
interpretations and conclusions arrived at from this review can be challenged from other
viewpoints. Opening a debate is one of the goals of critical research, to spur discussions
that would result in a deeper understanding of the phenomenon.

Appendix

Fig. 1. Word frequency from the 12 papers analysed

References

1. Brennen, J.S., Kreiss, D.: “Digitalization.” Int. Encycl. Commun. Theory Philos. pp. 1–11.
(2016). https://doi.org/10.4324/9780203736319-36

2. Ojera, P.: Indigenous financial management practices in Africa: A guide for educators and
practitioners. Adv. Ser. Manag. 20, 71–96 (2018). https://doi.org/10.1108/S1877-636120180
000020005

3. Bhattacharya, R.: ICT solutions for the informal sector in developing economies: What can
one expect? Electron. J. Inf. Syst. Dev. Ctries. 85(3), 1–7 (2019). https://doi.org/10.1002/isd2.
12075

https://doi.org/10.4324/9780203736319-36
https://doi.org/10.1108/S1877-636120180000020005
https://doi.org/10.1002/isd2.12075


250 R. Njuguna et al.

4. Rangaswamy, N.: A note on informal economy and ICT. Electron. J. Inf. Syst. Dev. Ctries.
85(3), 1–5 (2019). https://doi.org/10.1002/isd2.12083

5. Seetharaman, P., Cunha, M.A., Effah, J.: IT for the informal sector in developing countries:
A broader perspective. Electron. J. Inf. Syst. Dev. Ctries. 85(3), 1–5 (2019). https://doi.org/
10.1002/isd2.12093

6. Verhoef, G.: Informal Financial Service Institutions for Survival: Africanwomen and stokvels
in urban South Africa, 1930–1998. Enterp. Soc. 2(2), 259–296 (2001). https://doi.org/10.
1093/es/2.2.259

7. Aliber, M.: The importance of informal finance in promoting decent work among informal
operators: a comparative study of Uganda and India. (2015). https://ilo.userservices.exlibrisg
roup.com/view/delivery/41ILO_INST/1242589840002676

8. Mduduzi, B., Khumalo, N.: The role of stokvels in South Africa: a case of economic trans-
formation of a municipality. Probl. Perspect. Manag. 17(4), 26–37 (2019). https://doi.org/10.
21511/ppm.17(4).2019.03

9. Kounou, G., Akpona, C., Ahouantchede, H., Gohoue, R., Belqasmi, F., Glitho, R.: A social
network-based architecture for on-lineRoSCAs in the developingworld. In: 2013Proceedings
of 4th Annual Symposium on Computing. Dev. ACM DEV, pp. 10–11. (2013). https://doi.
org/10.1145/2537052.2537070

10. Louis, L., Chartier, F.: Financial Inclusion in South Africa: an integrated framework for
financial inclusion of vulnerable communities in south africa’s regulatory system reform. J.
Comp. Urban Law Policy 1(1), 13 (2017)

11. The Banking Association South Africa, “Financial Inclusion,” (2021). https://www.banking.
org.za/financial-inclusion/. Accessed 03 Jan 2022

12. Biyela, N., Tsibolane, P., Van Belle, J.-P.: Domestication of ICTs in Community Savings and
Credit Associations (Stokvels) in the Western Cape, South Africa. In: Krauss, K., Turpin, M.,
Naude, F. (eds.) IDIA 2018. CCIS, vol. 933, pp. 35–47. Springer, Cham (2019). https://doi.
org/10.1007/978-3-030-11235-6_3

13. Heeks,R.,Ospina,A.V.:Conceptualising the link between information systems and resilience:
a developing country field study. Inf. Syst. J. 29(1), 70–96 (2019). https://doi.org/10.1111/
isj.12177

14. Atinaf, M., Molla, A., Anteneh, S.: Towards a resilient information system for agriculture
extension information service : an exploratory study. In: 2021 Proceedings. of 1st Virtual
Conference on Implications of Information and Digittal Technologies for Development,
pp. 696–708. (2021)

15. Kariuki, P., Ofusori, L.O.: WhatsApp-operated stokvels promoting youth entrepreneurship in
Durban, South Africa: experiences of young entrepreneurs. In: Proceeding of ACM Interna-
tional Conference on Ser., vol. Part F1280, pp. 253–259. (2017) https://doi.org/10.1145/304
7273.3047397

16. van Stam, G.: Appropriation, coloniality, and digital technologies. In: Proceedings of the 1st
VirtualConference on Implications of Information andDigital Technologies forDevelopment,
pp. 709–721 (2021)

17. Pérez-García, L.: The ICT4D-Buen Vivir Paradox: using digital tools to defend indigenous
cultures, In: 2021 Proceedings of the 1st Virtual Conference on Implications of Information
and Digital Technologies for Development, pp. 722–733 (2021)

18. Wall, J.D., Stahl, B.C., Salam, A.F.: Critical discourse analysis as a review methodology: An
empirical example. Commun. Assoc. Inf. Syst. 37, 257–285 (2015). https://doi.org/10.17705/
1cais.03711

19. Cukier, W., Ngwenyama, O., Bauer, R., Middleton, C.: A critical analysis of media discourse
on information technology: preliminary results of a proposed method for critical discourse
analysis. Inf. Syst. J. 19(2), 175–196 (2009). https://doi.org/10.1111/j.1365-2575.2008.002
96.x

https://doi.org/10.1002/isd2.12083
https://doi.org/10.1002/isd2.12093
https://doi.org/10.1093/es/2.2.259
https://ilo.userservices.exlibrisgroup.com/view/delivery/41ILO_INST/1242589840002676
https://doi.org/10.21511/ppm.17(4).2019.03
https://doi.org/10.1145/2537052.2537070
https://www.banking.org.za/financial-inclusion/
https://doi.org/10.1007/978-3-030-11235-6_3
https://doi.org/10.1111/isj.12177
https://doi.org/10.1145/3047273.3047397
https://doi.org/10.17705/1cais.03711
https://doi.org/10.1111/j.1365-2575.2008.00296.x


Digitalisation of Indigenous Finance Institutions 251

20. Bai, Y.: Has the global south become a playground for western scholars in information
and communication technologies for development? Evidence from a three-journal analysis.
Scientometrics 116(3), 2139–2153 (2018). https://doi.org/10.1007/s11192-018-2839-y

21. Coffie, C.P.K., Hongjiang, Z., Mensah, I.A., Kiconco, R., Simon, A.E.O.: Determinants of
FinTech payment services diffusion by SMEs in sub-Saharan Africa: evidence from Ghana.
Inf. Technol. Dev. 27(3), 539–560 (2021). https://doi.org/10.1080/02681102.2020.1840324

22. Tang, Y.K., Konde, V.: Differences in ICT use by entrepreneurial micro-firms: evidence from
Zambia. Inf. Technol. Dev. 26(2), 268–291 (2020). https://doi.org/10.1080/02681102.2019.
1684871

23. Wakunuma, K., Siwale, J., Beck, R.: Computing for social good: supporting microfinance
institutions in Zambia. Electron. J. Inf. Syst. Dev. Ctries. 85(3), 1–16 (2019). https://doi.org/
10.1002/isd2.12090

24. Nan,W., Zhu, X., LynneMarkus,M.:Whatwe know and don’t know about the socioeconomic
impacts of mobile money in Sub-Saharan Africa: a systematic literature review. Electron. J.
Inf. Syst. Dev. Ctries. 87(2), 1–22 (2021). https://doi.org/10.1002/isd2.12155

25. Owoseni, A., Twinomurinzi, H.: Evaluating mobile app usage by service sector micro and
small enterprises inNigeria: an abductive approach. Inf. Technol. Dev. 26(4), 762–772 (2020).
https://doi.org/10.1080/02681102.2020.1727825

26. Chatterjee,A.: Financial inclusion, information and communication technology diffusion, and
economic growth: a panel data analysis. Inf. Technol. Dev. 26(3), 607–635 (2020). https://
doi.org/10.1080/02681102.2020.1734770

27. Kelikume, I.: Digital financial inclusion, informal economy and poverty reduction in Africa.
J. Enterprising Communities 15(4), 626–640 (2021). https://doi.org/10.1108/JEC-06-2020-
0124

28. Ky, S.S., Rugemintwari, C., Sauviat, A.: Friends or Foes? Mobile money interaction with
formal and informal finance. Telecommun. Policy 45(1), 102057 (2021). https://doi.org/10.
1016/j.telpol.2020.102057

29. Malanga, D.F., Banda, M.: ICTUse and livelihoods of womenmicroenterprises. In: 2021Pro-
ceedings of 1st Virtual Conference on Implication of Information and Digital Technologies
for Development, pp. 877–889 (2021)

30. Menze, A., Tsibolane, P.: Online Stokvels : the use of social media by the marginalized. In:
International Conference on Information ResourcesManagement (CONF-IRM), p. 26 (2019)

31. Galdino, K.M., Kiggundu, M.N., Jones, C.D., Ro, S.: The informal economy in pan-Africa:
review of the literature, themes, questions, and directions for management research1. Africa
J. Manag. 4(3), 225–258 (2018). https://doi.org/10.1080/23322373.2018.1517542

32. Rumanyika, J., Apiola, M., Mramba, N.R., Oyelere, S.S., Tedre, M.: Mobile technology for
street trading in Tanzania: a design science research approach for determining user require-
ments. Electron. J. Inf. Syst. Dev. Ctries. 87(5), 1–21 (2021). https://doi.org/10.1002/isd2.
12176

33. da Silva, A.P.: Sharing wisdoms from the east: developing a native theory of Ict4d using
grounded theory methodology ( Gtm ) – experience from timor-leste. In: 2021 Proceedings
of the 1st Virtual Conference on Implications of Information and Digital Technologies for
Development, no. 1, pp. 685–695

34. Lorini, M.R., Chigona, W.: ICTs for inclusive communities : a critical discourse analysis
introduction , aim and significance research problem and context. In: 2014 Proceedings of
the 8th International Development Informatics Association Conference, no. 2014, pp. 78–94

35. Wall, J.D., Stahl, B.C., Salam, A.F.: Critical discourse analysis as a review methodology: an
empirical example. Commun. Assoc. Inf. Syst. 37, 257–285 (2015). https://doi.org/10.17705/
1cais.03711

https://doi.org/10.1007/s11192-018-2839-y
https://doi.org/10.1080/02681102.2020.1840324
https://doi.org/10.1080/02681102.2019.1684871
https://doi.org/10.1002/isd2.12090
https://doi.org/10.1002/isd2.12155
https://doi.org/10.1080/02681102.2020.1727825
https://doi.org/10.1080/02681102.2020.1734770
https://doi.org/10.1108/JEC-06-2020-0124
https://doi.org/10.1016/j.telpol.2020.102057
https://doi.org/10.1080/23322373.2018.1517542
https://doi.org/10.1002/isd2.12176
https://doi.org/10.17705/1cais.03711


Reimagining Socio-technical ICT4D
Interventions: Nexus Between Context,

Resilience, and Sustainability

Muluneh Atinaf(B)

IT-Doctoral Program, Addis Ababa University, Addis Ababa, Ethiopia
muluneh.atinaf@uog.edu.et, mulunehatinaf@yahoo.com

Abstract. Information technology for development (ICT4D) is embedded in
complex socio-technical contexts. This presents challenges to resilient and sus-
tainable of the ICT4D interventions. The problems is partly rooted in the lack of
fully understanding context of the local development practices and transform it to
resilient and sustainable interventions and in the gap to understand the relation-
ships between context, resilience, and sustainability. The purpose of this research
is to address how context, resilience, and sustainability relate to each other. The
research draws empirically from the literature to develop propositions to show
how the concepts relate and from review of the extant literature and qualitative
data collected from a local agriculture extension information service to support
the claims. The results contribute to theory by conceptualizing the links between
context, resilience, and sustainability and inform practice through the recommen-
dationsmade on how resilient and sustainable socio-technical information systems
interventions be approached.

Keywords: Context · Resilience and sustainability · The socio-technical context
of ICT4D interventions · Resilient and sustainable ICT4D interventions ·
Socio-technical ICT4D

1 Introduction

Context, resilience, and sustainability are becoming the core pillars of mainstream infor-
mation systems (IS) and ICT4D research and practice.Yet, the relationship between these
triple concepts is not explored sufficiently. Thus the purpose of this research is to explore
how the triple concepts of context, resilience, and sustainability relate each other in the
context of ICT4D interventions. The research adopts the definition of ICT4D [45, 46] as
the attempt to use information and communication technology (ICT) tools to undertake
their actions and exploit opportunities for societies; the concept of “development” to
refer the “long-term societal transformation” which recognizes the historical and spa-
tial diversity of countries [38] expressed in terms of technological infrastructure and
institutional arrangements [47]. The importance of ICT4D in enabling the multifaceted,
dynamic, and contentious socio-technical processes of societies is a well-recognized fact
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[38] though the social and technical factors continue to be critical for its success [1]. For
instance, the frequent technological change, the complex social dynamics, and develop-
ment processes are presenting challenges to ICT4D interventions and research [38]. The
socio-technical approach has been applied to grasp the factors in complex socio-technical
systems as a means to analyze the problems and the solutions [2] as socio-technical sys-
tems. However, many ICT4D initiatives are criticized for the techno-centric focus over
the social-centric aspect of the intervention [11] assuming that providing access to tech-
nology creates the required capability [11] which resulted in a socio-techno divide [9].
This is against the widely accepted conceptualization of socio-technical systems which
perceives socio-technical systems as involving human and technology components and
the interactions between the two [3]. Recent work has produced useful knowledge on
the triple concepts of context [4, 5], resilience [6–8], and sustainability [9] of ICT4D
interventions but the relationship between the concepts and attempt to build on the exist-
ing socio-technical knowledge is rare. ICT4D research can benefit from consideration
of prior cumulative socio-technical knowledge to contribute to ICT4D and mainstream
IS research [53]. Moreover, resilience and sustainability should unlock the potential of
the socio-technical to take advantage of both the digital and the social components.

Context, resilience, and sustainability are attracting ICT4D scholars and the concepts
are becoming core conceptual and practical research agendas in major IS and ICT4D
conference proceedings and journals. However, the concepts are treated in isolation
limiting our understanding of the links existing between the triple concepts. Context
refers to “the processes and conditions, other than the constituent causal sociomate-
rial interactions (or intra-actions) of IS phenomena, that affect their formation and are
affected by them [36, p. 13]. Context-based research in the ICT4D domain rarely goes
beyond understanding and describing the lived experiences of stakeholders to incor-
porate the local development practices and the existing information systems artifacts
[13]. Resilience on the other hand refers to the ability of a system to perform its objec-
tives in the face of challenges through different mechanisms to continue to thrive [15].
One can understand from these definitions that resilience is related to maintaining the
functions and operations of a system during stress either through unlocking potential
from the technology or human potential. Sustainability refers to enduring those interven-
tions, specifically the ICT4D interventions in the development arena and keeping target
users to continue using the interventions [10] effectively so that users can attain their
desired goals through the systems they apply [18]. The concept of sustainability adds the
notion of development to the above explanation. Those to whom the intervention is for
would not continue using it unless it adds value to their livelihoods in any way. Context,
resilience, and sustainability are related to the three foundational premises of ICT4D
research and practice, i.e., context, technology, and socio-economic development [36].
Therefore, ICT4D research and practice needs to address these concepts together. This
has importance in achieving sustainable ICT4D interventions that are transformed from
and considered local development contexts having the properties of resilience during
times of external stress.

Context matters to any information systems interventions [4, 5] regardless of the
methodological challenge associated with it in IS research in general and ICT4D in
particular [4, 5]. The impact of ignoring context when the interventions are for enabling
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development is serious. For instance, many ICT4D interventions in African countries
fail because the interventions are a-contextual which lack adequate reflections of the cul-
tures and values of local realities [56]. Hence, disregarding context in ICT4D research
and practice leads to failures of the interventions [57] which again limit understanding
of how contexts in ICT4D should be theorized [14]. The consequence of risks that may
arise is not predictable during this time of socio-technical dynamism. The problem is
serious in an interconnected environment such as in the agriculture extension information
service system considered in this research context. Ethiopia, where the context of this
research is conducted is being challenged by external shocks presenting pressure to the
resilience of the agriculture extension information service system in different locations.
The agriculture extension information service has to deal with multiple and overlapping
shocks and treats such as the recurrent climate change, the COVID 19 pandemic, pests
and diseases, local conflicts including the current civil war, economic slowdowns and
the role that the agricultural sector is expected to play. These have impacts on the local
agricultural development practices and on the economy at large. Putting resilient ICT4D
interventions in place to communities where there are differences in accessing technol-
ogy, digital literacy, and cognitive issues to apply the information content received is
another issues be dealt with cautiously. Provision of technical telecom infrastructure,
for instance, to a socio-technical problem without providing the required capability to
the diversity of stakeholders cannot be a resilient intervention [16]. However, those sys-
tems are expected to be sustainable assisting users to achieve their development goals.
The general sustainability literature looks at sustainability from the perspective of effi-
cient use of resources, i.e., from the economic, institutional, social, and environmental
dimensions through innovative use and reuse of the resources [9, 33]. ICT-enabled devel-
opment interventions pose an enduring question as to how these initiatives can become
sustainable at the community, regional, country, or global levels.

This research follows a multi-method and multi-theoretical approach to conducting
ICT4D research as suggested by [32] for applications involving such interconnected
issues of context, resilience, and sustainability. Therefore, a socio-technical analysis
of the local agriculture extension information service system will enhance and fur-
ther our understanding about the relationships between the triple concepts of context,
resilience, and sustainability of ICT4D interventions. Hence, research on ICT4D needs
to be reimagined back to the socio-technical foundations and move from descriptions
of silo conceptual explorations to linking up the concepts with a purpose of holistic
knowledge creation. This research will address the following research question: how do
context, resilience, and sustainability relate to one another.

The rest of the paper is structured as follows. The next section discusses the literature
to assess and develop the conceptualizations of context, resilience, and sustainability.
This is followed by a discussion on the research methodology applied to address the
research question in this study. Then the paper presents preliminary results followed by
discussion of the results. Finally, the research is presents the conclusion and next steps
to be done during the next iteration the research.
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2 Review of the Literature

ICT4D research targeting development goals in specific settings should not be studied in
isolation but togetherwith a deep investigation of the historical processes of development
and governance that have evolved in that context [44]. This approach offers advantage
to emphasize and ask the question of how, under what circumstances, and for whom do
ICTs, embedded in social practices and processes lead to development? [38] This is a
critical question for ICT4D research because the interventions are meant for those who
need themwhich in turn help to abstract it to the local context. Such closer abstraction to
those who need it or to the context reveals local truths [52] and the impact of information
technology in this interconnected world often depends on context [5]. Zheng et al.
[38] explicitly acknowledged context and the socio-technical nature of development
processes in ICT4D interventions. Such agreements by the scholarly and practitioner
community on foundational ICT4D questions should be furthered to the trending ones
too. Hence, we have to also ask how resilient and sustainable the ICT4D interventions
are given the contexts within which the interventions are planned for implementation.
The understanding we had so far about the issue of context reveals that ICTs do not
provide linear solutions and there is no one-size-fits-all kind of solution [44] to all
settings rather attention needs to be given to the complex socio-technical contexts of
the interventions [12]. ICT is considered as part of the context and as an ensemble
artifact encompassing the conditions and processes in the environment of an observed
phenomenon [48]. This emphasizes ICT4D interventions need to have a holistic view
and conceptualized as embedded in a system, a network, a project, or social structure
[38]. This positions ICT4D research extending contextual research from organizational
perspectives in which the systems are implemented and used in domains of inquiry such
as communities, countries, or global institutions [36] to resilient systems concepts.

Protection of information systems has been an issue of decision-makers to safe-
guard the organizations information systems from risks [7] than resilience. However,
recently emerging risks become borderless and unpredictable limiting the capabilities of
traditional or a priori risk mitigating plans implying the need for other assumptions than
following classical risk and securitymanagement [7]. Though resilience is getting greater
attention both in the ICT4D and ISs research, there is no common agreement on what
resilience means for development projects [10]. Resilience has been approached from
the technical, the social, and the socio-technical perspectives by different authors and
disciplines. There are initial works which tried to treat context and resilience together via
somemechanisms in away to inform the technical aspect of resilience so it can bemateri-
alized into digital interventions for its effective use [6]. Effective use can be understood
through [18]: (i) understanding how a network of affordances supports the achieve-
ment of organizational goals, (ii) understanding how the affordances are actualized, and
(iii) using inductive theorizing to elaborate these principles in a given context. Effec-
tive use of socio-technical information systems to be deployed in resource-constrained
environments need more than what is suggested by Burton-Jones and Volkoff such as
understanding the context and how the interventions could be made resilient. However,
most sustainability studies ended up with understanding sustainability factors than look-
ing at such links. For example, Baduza and Khene [10] see the sustainability of projects
from three important factors: technological, social, and financial sustainability. A wider
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perspective of sustainability is given by Liu [17] who categorized the factors of sus-
tainability into financial/economic, cultural/social, technological, political/institutional,
and environmental sustainability. Each of these explanations deals with the social and
technical components of sustainability. If we look at each of the technological, social,
and financial sustainability they tell us about the continuity of technology use, continuity
of social practices, or continuity of financial sources or funding which of course have
importance to sustaining the intervention. However, what should be done for instance
on ICT as an enabler of all or some of these sustainability elements is not clear.

2.1 Information Systems as Context-Specific and Socio-technical Systems

The practices of stakeholders in agriculture are expected to operate within a network
of interdependencies that apply ICTs in a bottom-up and top-down logic to incorpo-
rate indigenous knowledge into their farming practices or nurture value-chain integra-
tion [54]. According to Karanasios and Slavova [54] the nature of ICT4D initiatives in
agriculture are step-wise processes to be attained gradually. Similarly contextualized
knowledge needs to be founded on the existing socio-technical one and built over a
longer-term gradually. In reality, many ICT4D interventions experience failures result-
ing in design-reality gaps because the interventions are still a-contextual [55]. Hence,
one of the key steps toward successful ICT4D interventions is a deep understanding
of the contexts [19] such as the information requirements, access to technology, dig-
ital literacy levels of stakeholders, institutional and social structures, the processes of
information generation, and dissemination, the values and objectives of the stakeholders
in the local agricultural development practices, and the staffing and skills of employees
[12]. This further support the argument that explains all research models and theories are
restricted within their contextual applicability where the impact of the outcome depends
on the context [5]. A gap in fully understanding context challenges the transformation
of user needs into desired solutions [10]. Traditional software development approaches
such as systems analysis and design cannot be easily adapted to suit contexts implying
the need for contextual development methodologies to meet the needs of communities
and stakeholders [10].

The socio-technical dimension involves people, task/process, structure, technology,
and data [2]. The people dimension refers to human subjects characterized by certain
behavior, skills, and values; task/process describes any form of action having certain
goals and deliverables; structures describe the hierarchical relationships in individual
projects, social groups, or entire organizations; technology refers to the application
of knowledge through machines, digital methods, and processes such as development
tools or technical platforms; data refer to the values and observations that are recorded,
processed, and analyzed using information systems [2]. Avgerou [36] suggested the
need for addressing two decisions to contextualize within a specific setting: the first is
the choice of conditions and processes in the environment of a focal phenomenon to
be investigated. The second is the choice of domains to be researched as issues in the
environment. According to Avgerou [36], the choice of domains refers to the domain of
application of the information system which would be implemented either to empower
the stakeholders with information and information processing or change the behavior of
their actions such as the impact of their actions on the environment, the way they use a
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certain infrastructure, utility, and natural resources. Therefore, information systems as
enablers of some behavior or actions that people want to take to achieve their goals or
objectives need to considerate of the above socio-technical aspects.

2.2 Context, Resilience, and Sustainability as Socio-technical Phenomenon

Most ICT4D literature focuses on technocratic projects implemented by government
agencies, NGOs, or international donors [38] for a mare description and understanding
of the interventions [14, 50]. This makes ICT4D interventions in Africa, where most
of those interventions are situated, a-contextual contradict the local development real-
ities, cultures, and values [55] resulting in failures [56]. Thus, context is determinant
to the sustainability of ICT4D interventions. The nature of ICT4D being embedded in
a system, a network, a project or a social structure [38] implies its operation within a
socio-technical context. In other words, ICT4D interventions are expected to function as
systems involving stakeholders, their networks, and the social and institutional structures
within a certain context. However, the notion of context in ICT4D is being challenged
due to the components it involves and the interactions between the components that
require our understanding of context [38]. Context varies from setting to setting though
there could be common elements such as technology, usage, and users [49]. Culture,
socio-political and geopolitical space, novel ICT communities, ICT characteristics, and
novel ICT users are also relevant contexts in ICT4D research [49]. Therefore, context is
a key socio-technical phenomenon in the study of ICT4D interventions. Similarly sus-
taining the interventions, sustainability in other words, is considered as a socio-technical
[20] phenomenon.

Resilience is approached from different perspectives. Some literature treated it from
the technical point of view [8] and others tried to look at resilience from the social
dimensions only [7]. From the social dimension, resilience is an emergent property
enabling the organization’s capacity to continue its functions in the face of external
stressors through mindfulness, agility, elastic infrastructure, and recoverability [7]. But
resilience combines technical design features [8] too along with organizational features.
There is limited literature that covered both the technical and social together or from
the socio-technical perspective. Such literature emphasized the importance of putting
resilient development within the communities and the technical systems they applied [6].
This approach is in line with the argument by Baduza and Khene [10] who narrated that
resilience for development projects represents the materialization of local learning and
community ownership focusing on human capability development than on technological
development only. Hence, resilience is a socio-technical phenomenon involving the two
components where both the technical infrastructure and the social structures need to be
maintained in the face of external shocks. Therefore, placing resilience in the context
of ICT4D research can be rooted in the study of ICT4D interventions in the context of
development practices and stakeholders to enable sustainable societal changes. It is this
socio-technical nature of resilience that is attracting scholars’ attention [7] in addition to
its potential to enable sustainable development. Therefore, new strategies are needed for
organizations and communities to sustain their services, associated technology assets,
people, and facilities [7].
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Sustainability of ICT4D projects has been a core argument and most of the findings
on sustainability are related to factors for sustainability [10]. Such knowledge is impor-
tant because ICT4D research is applied within specific contexts where the applications
require a nuanced understanding of the socio-technical processes [38] and factors to
make them sustainable. Socio-technical changes may take place in a certain context
where individuals are not only recipients of development benefits but also agents of
change [38] implying the social, technical, and interaction between the two is key to a
socio-technical phenomenon. Therefore, the technical component in the socio-technical
ICT4D is important to enable the interaction and ICT can play an instrumental role in
facilitating social interaction [51]. The interaction between the social and the technical
offers the advantage of enabling engagement and ownership as the social is the primary
owner of their development practice. An important point related to the whole concept
of ICT4D interventions is suggested by Zheng et al. [38] who stressed researchers and
practitioners in the ICT4D domain should critically reflect on their implicit assump-
tions about development and technology, consider where the research or practice is
situated in the broader picture of social transformation, and what may be missing in
their implicit theory of change (societal transformation) of ICT4D as the phenomenon is
a contentious socio-technical process. In other words this refers to context, sustainable
development, and ICT as sociotechnical phenomenon. Avgerou [36] described this in
the ICT4D context as the phenomena in ICT4D are constituted by a dynamic human and
technology entanglement (intra-actions) where neither the technical nor the social have
an independent, self-contained existence but they are epistemologically inseparable, i.e.,
impossible to understand by studying them as independent entities. Development in this
regard should embrace multiplicity, heterogeneity, and openness as a concept and as a
socio-technical process [38].

3 Research Methodology

The purpose of this research is to explore the relationships between the triple concepts
of context, resilience and sustainability in ICT4D interventions. To meet its objectives,
the research is conducted in two phases. The first phase is devoted to explore the con-
ceptualizations of context, resilience, and sustainability and draw propositions that show
the links existing between the triple concepts. Hence, this phase explores the meaning
of the concepts along with the relationships existing between them as a socio-technical
phenomenon. The extant literature is used as a source of data in this phase. The second
phase provides empirical evidence for the propositions given in the first phase above.
The purpose of this step is to show support of the propositions about the relation-
ships between context, resilience, and sustainability using evidence from empirical data.
The case study method is adopted for this round of the research. A case study has the
advantage of deeply understanding the real-life experience of different stakeholders and
their context of action [57]. Empirical data were collected from a multi-stakeholder and
multi-context agriculture extension information service system in Ethiopia.
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3.1 Research Context and Data Collection

As discussed above, the research draws from two types of data for the two phases of
the research. The research applies data collected from the extant literature and empirical
data collected from stakeholders in the agriculture extension information service system.
For the first phase, articles from mainstream information systems and ICT4D specialist
journals and conference repositories were accessed. The materials were retrieved from
the following journal databases and conference proceedings: Information Technology
for Development, Information Technologies & International Development, Electronic
Journal of Information Systems in Developing Countries, the proceedings of the series
of conferences on ICT in developing countries organized by the IFIP WG9.4, and the
AIS eLibrary. Cross-references and keyword search strategies have been used to retrieve
relevant literature. Content evaluation of the sources accessed is done by the author. As
the research is interested in the relationships between the triple concepts, research articles
that cover one of the concepts and connects to one or more of the concepts is considered
for further analysis. In addition to this, which of the socio-technical components (the
social, the technical, or the interaction between the two) does the research gave focus is
also considered for analysis. According to this criteria, a research article that focuses on
context but doesn’t mention the socio-technical nature of context and didn’t connect it
to either resilience or/and sustainability is not a target for review. This phase produces
the propositions to show the links between context, resilience, and sustainability.

A case study method is adopted as an approach for the second phase of the research.
Case study offers an advantage to focus on the lived life experiences of stakeholders [29,
30]. This is useful to analyze the contexts in the research setting as deeply as possible.
Specifically, it is important in environments where users’ context of action is critically
important [31] inquiry in the research. The agriculture extension information service is
one of the socio-technical kinds involving networked stakeholders interacting to support
stakeholders’ daily agriculture extension development practices. The agriculture exten-
sion information service in the country is characterized by multifaceted socio-technical
contexts involving multiple stakeholders with different characteristics. The stakeholders
can be individuals, collectives, or institutional support systems involved in the public
agriculture extension service. A holistic understanding of the triple concepts of context,
resilience, and sustainability is not easy through a single research approach. For this rea-
son as well as to harness the issues holistically, the research has adopted a multi-method
approach [32].

Data has been collected from stakeholders following snowballing technique and
data were analyzed following qualitative data analysis techniques. A total of 37 subjects
were involved as subjects for data collection. Data were collected in two rounds and
in different years. The first round of data collection and the research context was done
during Feb, 2017; it is included in [12]. The second round of data collection was done
between Dec 2020 and Aug 2021. The second round of data collection was made to
substantiate the first round by adding data from the supply side of ICT4D interventions,
i.e., information systems developer. This phase involves a total of eight subjects who
are expert information systems developers and managers in agriculture extension infor-
mation systems development and management from four organizations. The subjects
were selected purposefully as they are the ones who have been involved and are with
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the highest experience in rolling out information systems to be applied in the agriculture
extension information services. Analysis of this second round data is in progress and the
primary purpose of this paper is to establish the links between the triple concepts and
communicate that to the wider ICT4D research and practice community. Part of the data
along with the context of the agriculture extension information service is presented in
prior published manuscript, hence can be found in [12].

4 Findings

The first round of the research is completed at this stage and the research’s report on
these preliminary results is presented below. In this round, the research has tried to look
at existing work in terms of the focus and approaches being followed by the author to
explore the context, resilience, and sustainability of ICT4D interventions. A total of 58
papers were assessed based on the criteria set but only few were qualified for further
analysis. The literature analysis is done in terms of the socio-technical components (the
social, the technical, the interaction between the social and technical) the work has
covered and how it relates to the other concepts. This is supported with the arguments
drawn from the literature to show the links between context, resilience, and sustainability.
It is a well-accepted understanding that most of the ICT4D literature focuses on context
as thework ofDavison andMartinsons [5] boldly noted “context is king”. However,most
of the research done treated context independently from the concepts of resilience and
sustainability research. Table 1 below presents the results from the categorization of the
literature reviewed according to the methodology discussed above. The categorization
is made according to the focus of the research work selected, i.e., technical, social, or
socio-technical, and the specific dimension the work have focused on.

The literature surveyedon context, resilience, and sustainability is presented in a table
ofmatrix according to the components of the socio-technical dimensions, the dimensions
seen, and the triple concepts of context, resilience, and sustainability. According to the
data, there is significant work related to contexts in the ICT4D literature done to explore
the lived experiences of stakeholders’ local development practices. However, the number
of works that tried to link context to resilience or sustainability is limited. The limited
number of work under context in Table 1 above doesn’t mean there is little work done on
context rather very few of them connect context to resilience and sustainability. There
is a voluminous literature on context but it focuses on describing the phenomenon than
incorporating it to the designs of information systems needed [37] or transforming it into
digital solutions without connecting it either to one of or both of the other concepts. On
the other hand, good size of work explores the concepts of resilience and sustainability
together.

Different issues have been raised under the technical, social, and interactions of the
social and technical components. Research done on technical and social components of
the socio-technical phenomenon discusses the concepts explicitly. However, research
papers that discuss the interactions between the social and technical components do
not explicitly mention it. Concepts raised under the technical component include the
purely technical aspects that tried to conceptualize resilient information systems [8,
24], the intensions of stakeholders to use the ICT4D interventions [9], scalability of the
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Table 1. The focus of prior research on context, resilience, and sustainability

The focus of the
Socio-technical
Dimension

Dimensions seen Context Resilience Sustainability

The Technical Technical [8, 24]

Scalability [10, 35] [10, 35]

Digital resiliency [35] [35]

Information systems
architecture

[40]

Infrastructure [41]

Model [43]

The Social Social
(organizational/institutional)

[7, 33] [33]

Economic/financial [10, 33, 35] [10, 33, 35]

Ecology/ecosystem [25, 33] [33, 35]

Social-ecological [26]

The intention of stakeholders
to use ICT

[9] [9]

The Social and
the Technical

Emergency management [34]

IT use [42]

Human-computer interaction
(HCI)

[6, 20, 39]

information systems [10, 35], digital resilience [35], information systems architecture
[40], resilient infrastructure [41], and building a resilient model [43]. The concepts
raised under the social dimension include the social (organizational/institutional) in
general, the financial/economic aspects [10, 33, 35], ecology/ecosystem [25, 33, 35],
and social-ecological [26]. The works that indicated the interactions between the social
and the technical components raise issues of emergency management [34], IT use [42],
and human-computer interaction [39]. Others have covered issues that involve both the
social and technical components. For instance, [10] and [35] have raised the importance
of financial or economic resources for scaling ICT4D projects. These are the preliminary
results to show how context, resilience, and sustainability relate each other and how
the concepts are treated in the literature. Further research is required to support the
propositions given in the model based on empirical data that reflect the socio-technical
nature of the three concepts.
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4.1 The Link Between Context, Resilience, and Sustainability in ICT4D
Interventions

As it is presented in Table 1 above, there are few sources that linked context to resilience.
The size of the papers is reduced due to the criteria being used to consider the papers for
further analysis. That is, only research work that deals with either to two or three of the
triple concepts is considered. Had it considered work that has dealt with only one of the
concepts, the size would have been huge. Context is about the phenomenon taking place
in the research setting, and exploration of such phenomenon is not a new one. One of
the reasons for this could be because resilience is an emerging research domain in the
both the mainstream and ICT4D. Hence, prior research gave focus to sustainability than
to resilience of the interventions where resilience is a trending research in ICT4D. Such
understanding is reflected in Marais [9]. The other potential reason could be existing
information systems were not considered as part of studying context rather understood
as constraints [13]. Information systems development as a means of intervention in any
context is known to be both situated and socio-technical [21] where the situated action
perspective implies the form and nature of IS development activities are interrelated
with, and inseparable from its contextual setting [22]. Therefore, the existing artifacts
applied by the stakeholders operating within a contextual boundary [13] are part of the
socio-technical context surrounding the research setting [5]. However, existing ICT4D
interventions are often treated as black boxes serving as resources or constraints on
development giving much focus primarily to the new intervention for development [13].
This contradicts the prevailing knowledge that states newer designs of IS can be shaped
from the experiences and learning of the material constraints [13]. Therefore, the inclu-
sion of existing information systems artifacts in the study will offer an opportunity to
understand the details of the sophisticated socio-technical ICT4D phenomena. Existing
information systems discussed above can be analyzed in a way to understand the gaps
in implementing the socio-technical requirements [12]. The literature offers indepen-
dent assessments on design and reality gaps though it doesn’t try to explicitly connect
it to either resilience or sustainability. The design reality gap analysis framework offers
the dimensions of analysis: objectives and values, processes, technology, information,
management systems and structure, investment resources, staffing and skills, milieu
(OPTIMISM) [23]. Given the above rich analysis dimensions, the OPTIMISM frame-
work is appropriate to understand the context in terms of the gaps and the fit between
the current information systems and the socio-technical requirements [12].

In the literature, resilience is approached from different domains such as from a
technical dimension [8, 24], a social (organizational/institutional, individual, collectives)
dimension [7] ecological perspective [25], and social-ecological perspectives [26]. This
research adopts the perspective of the perspective proposed by the wider ICT4D research
but with a view from the socio-technical foundations. Thus, the socio-technical issue
is what defines both contexts of local development practices and resilience. Context
emerging from the social dimension influences the technical resilience and context in
the technical context guides the technical resilience for a sustainable intervention. This
needs to prioritize the development of new knowledge paying attention to the socio-
technical elements than focusing solely on the social or technical aspects [27]. As ICTs
are primarily enablers of human development, such development strategies should be
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discussed where self-reliant relationships are built via networks from the bottom-up
spanning local, regional, and national levels [9]. Therefore, it is when the interventions
are resilient and when resilience is mapped from the socio-technical contexts of the
stakeholders and local development practices that sustainability of the ICT4D interven-
tions be ensured. Hence, ICT4D interventions can be sustainable when they are resilient
both from the social and technical dimensions. However, it should be noted that sus-
tainability is one of the many factors for successful ICT4D interventions [9]. Recent
research on resilience has produced attributes and markers that characterize and define
information systems resilience from the technical perspective [8]. Heeks and Ospina
[8] have tried to attach their framework meant for analyzing the technical resilience
of information systems to a social component just listing the markers. That is a good
start to consider the social component but it only lists some features as markers for the
attributes of resilience. It would have been very informative to research and practice as
well as change both practices if it is presented in a way how those markers can be trans-
formed into technical resilient information systems. According to Heeks and Ospina
[8], the information systems resilience attributes are grouped into foundational and
enabling attributes. Foundational attributes include robustness, self-organization, and
learning whereas the enabling attributes include redundancy, rapidity, scale, diversity
and flexibility, and equality each of them having resilient attribute markers.

Given the above discussion, it is important to look at the details of the proposedmodel
for sustainable ICT4D interventions depicted in Fig. 1 below. The literature shows the
existing relationship between the concepts of context, resilience, and sustainability. To
summarize it once again, the arrow from context to resilience shows that resilience is
informed by the context of the local development practices and the stakeholders. Context
is socio-technical as it is discussed above. Therefore, the resilience of the technology
is reflected from the socio-technical context in that it should be either to maintain the
social resilience or support it through a resilient technical system. The technical context
and the interaction between the social and the technical inform resilience in a way that
both resilient solutions should consider the social and technical contexts of the local
development practices and the stakeholders. Hence, resilience is also socio-technical
which refers either to maintaining the continuity of organizations and their services to
operate smoothly in the face of external stressors or the technical systems to resist and
continue functioning during external stressors. This is a dyadic relationship between
context and resilience, hence the double arrow between them. In turn, sustainability is
informed by the combined socio-technical context and resilience. However, as ICT is one
of the components to be considered in ICT4D research the properties of sustainability
in this research case the ones to motivate users continued use of the artifact should be
embedded in it.

Based on the literature review made and the discussions that follow the research
proposes the following diagram presents the link between the concepts.
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Fig. 1. Relationship between context, resilience, and sustainable digital solution

5 Discussions

In the literature, there is no clarity on the dimensions that constitute resilience and
the factors that have importance for sustainability. The different concepts raised under
resilience imply the lack of agreement between scholars on the dimensions of resilience.
This is mainly due to the emergence of resilience as a new pillar of ICT4D research
and the continued development of the technology. Most of the literature in the ICT4D
domain focuses on technical resilience. Work that focuses on the technical dimensions
of resilience has been published recently by Heeks and ospina [8]. Though there are
sources that focus on the social component of resilience there is also inclination to treat
resilience and sustainability as one and the same. This is in line with the findings of
[58] who reported that most of the ICT4D literature is approaching resilience and digital
resilience synonymously emphasizing the technical component only. The dimensions of
the technical resilience suggested by [8] are useful attributes but the framework needs
further evaluation for the purpose of whether the it is complete as a generic tool to be
applied in any context and whether each of its attributes are in line with the purpose and
definition of resilience.

The reviewsmade show that only a few of the papers discussed two or more concepts
together. This is evident between the concepts of resilience and sustainability or the
concepts of context and resilience. However, those papers which raised resilience and
sustainability do not discuss the links between the concepts but most of them viewed the
concepts either as related concepts or as a necessary condition for the other. For instance,
[10, 35] discussed the importance of economic/financial availability to sustainability
and resilience of projects but didn’t discuss how the two relate and the relational factors
between them. One may also ask a reasonable question about the links between context
and sustainability. There is a lot of work on context both in the mainstream and ICT4D
outlets. However, most of it focuses on description of the context [14] than transforming
it into sustainable interventions.

Unlike the link between context and resilience, some ICT4D literature claims
resilience and sustainability have relationships and differences as well. For instance,
Zhang and Lin [28] reported that sustainability and resilience are related where the two
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can learn from each other; however, they also differ in that resilience measures regener-
ation of resources and sustainability focuses on supplying the resources. Regeneration
of resources is the continued existence of the services or resources via different forms,
media, or mechanisms to the stakeholders whereas supplying the resources makes avail-
able or existence of the resource with no interruptions. Therefore, if one of the properties
of resilience is regenerating the resources then that act will lead to the sustainability of
the ICT4D intervention. This is one implication of how resilience and sustainability
reinforce and influence each other as well. Even in most cases, what is being discussed
as sustainability is the sustainability of ICT itself, i.e., continuity of ICT use which
cannot be a new concept or construct if we have context, resilience, and sustainability
altogether.

Moreover, there are also shared attributes between resilience and sustainability from
the technical perspective, for instance scale/scalability. The work of Baduza and Khene
[10] tried to look at the resilience and sustainability of ICT4D along with the need for
scalability. However, the link between the two and the importance of context either to
resilience or sustainability or to both of them is not given. Resilience is dynamic and
the capacity for adaptation to adversity is distributed across systems where individual
resilience depends on the resilience of other systems [16]. This makes resilience similar
to the concept of sustainability [10] through the intentions of stakeholders to use the
intervention [9]. But thiswould be possible onlywhen the stakeholders’ resilience intents
(the social) aremapped into the intervention solution.As discussed above there is amatch
in some of the dimensions of context, resilience, and sustainability. Though this can be
taken as what makes the concepts similar it doesn’t mean that they are one and same to
be treated together. Rather more research is needed to clarify how the concepts differ or
relate each other. ICT4D intervention can benefit from embracing the three foundations
of ICT4D research, i.e., context, technology, and socio-economic development.

Context of the ICT4D interventions can be explored from the local development
practices and the stakeholder’s which takes the existing IS into account. Moreover,
the technical component of resilience can support sustainability of the local contextual
development practices. The link between context and resilience shows two points: first,
the link fromcontext to resilience shows that context informs the development of resilient
information systems, and second, resilience on the other hand ensures the continuity of
the functioning of the context that is the social component. It is therefore within the
interventions that one can embed the sustainability action behaviors as sustainability
doesn’t have material existence. Some unique attributes to be drawn from the socio-
technical analysis of the contexts of the local development practices and the stakeholders
and resilience analysis of the information system will add to this. For example, technical
resilience cannot be a solution for a community that is challenged with digital divides,
connectivity issues, access to digital content, and gaps in applying the content received
into its context. Therefore, looking at the triple concepts together will offer a holistic
view of the ICT4D intervention than conducting isolated research on each of the concepts
can contribute. The proposed model can be further evaluated with empirical data to test
the propositions given in the model. Further research is needed to test the propositions
using empirical data that reflect the socio-technical nature of context, resilience, and
sustainability.
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6 Conclusion

Context, resilience, and sustainability are becoming the pillars of ICT4D research and
practice. Hence, the research concludes ICT4D research and practice needs to be reimag-
ined in accordance with the three core issues discussed and the foundational socio-
technical components. These core concepts are attracting attention both in mainstream
information systems and ICT4D research domains. Approaching the triple concepts in
a holistic way has an advantage to understand the required interventions in a holistic
way and to reinforce the concepts in the interventions. Hence, context, resilience, and
sustainability in ICT4D research should be approached together than in isolation. For
instance, technical resilience cannot be treated without considering the context in an
environment where there are issues of literacy, access or digital divide, connectivity, etc.
Therefore, while considering the triple concepts of context, resilience, and sustainabil-
ity in an ICT4D intervention the concepts should be explored within the foundations of
the socio-technical framework. One reason for this is because; ICT4D interventions are
shaped by the social, the technical, and the interactions between the social and technical
components. The other is such an approach offers a systemic level of understanding
encompassing the socio-technical (social and technical/artifact) components. The con-
cepts are interrelated and one influences the other in the process of putting a sustainable
ICT4D intervention in place. The second round of the research and the findings and the
discussion that followswill improve and complete this research. This research in progress
work contributes to both theory and practice. For theory, it contributes by developing
a sustainability model showing the conceptual links between context, resilience, and
sustainability of ICT4D interventions. The research contributes to practice through the
outputs which provide insights to practitioners to understand the socio-technical con-
texts of the community’s local development practices and the socio-technical nature of
resilient ICT4D interventions leading to sustainability.
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Abstract. Cities are the drivers of innovation, growth, and change, and are rapidly
expanding, especially in Africa. Cape Town is one of those cities, with high urban-
ization rates and persisting crime levels. There is a need to design ‘smart’ ways of
growth which includes facilitating a safe and secure city for citizens. This study
focuses on smart city initiatives in Cape Town, placing citizens at the center of the
development process. Crowdsourcing techniques are utilized to develop a smart
mobile application prototype that focuses on enhancing community engagement,
resilience and increased perceived feelings of safety and security for citizens. The
study uses a Design Science Research method with Cape Town citizens as the
main stakeholders, to propose an artifact based on their wishes and needs with
regards to safety and security in the city.

Keywords: Smart city · Cape Town ·Mobile application · Safety and security ·
Community

1 Introduction

Cities have always been the drivers of innovation, growth, and change [1]. Urban pop-
ulations are rapidly increasing, and interestingly, 95% of urban expansion are expected
to take place in developing countries on the Asian and African continents [2]. As urban-
ization rates in these countries are high, there is a growing demand to relieve pressure
off urban areas, facilitate economic growth and improve safety and security for citizens
[3]. Smart city technologies are a potential solution to urbanization-related issues and
are furthermore argued to attract new business and city investments, create job opportu-
nities, and improve productivity [4]. Smart cities are usually argued to deploy Internet
of Things (IoT) and Information and Communication Technologies (ICT) to connect
information, people, and city elements for the benefit of creating a better manageable,
sustainable, and livable city, while maintaining a competitive edge [1]. To facilitate this,
a smart city is dependent on its citizens and participatory governance and should take a
user-centered approach as it is focused on enhancing livability [5].

Although investigated quite extensively acrossWestern andAsian contexts [6], smart
city concepts have remained relatively unexplored within developing countries on the
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African continent, despite African cities’ attempts to pursue smart city agendas (see
[7]). As there is no one-size-fits-all model, smart city implementations across Western
or Asian countries cannot simply be duplicated to apply to African cities.

Developing countries are characterized by rapid urbanization, social and economic
inequality and high urban crime rates [7, 8]. Research has shown that when pursuing
smart city developments, developing nations have not focused enough on delivering a
‘smart and safe’ city that fights crime and ensures public safety for its citizens [8–11].
An inclusive and safe city should be a prime focus when addressing smart city strategic
developments, especially in developing countries [8]. In the longer run, a safe and secure
city environment is critical for a smart city that wants to be sustainable and attract foreign
business and investments [12].

Therefore, this study adopts community-based, crowd-sourcing approach to tech-
nology design, that is focused on increasing perceived safety and security of citizens in
developing cities. The focus is on developing countries that are characterized by high
urbanization rates, high urban crime rates and fear of crime. One such smart technology
is the use of mobile applications for the benefit of smart urban development. Literature
has increasingly covered the role of mobile services in harnessing safety and security of
citizens in the urban context (see [13, 14]. Studies show that people are willing to down-
load safety apps that include live tracking capabilities [15], reliability and transparency
in terms of where data is stored, and functionalities that allow users to send emergency
signals to loved ones [16] to enhance perceived feelings of personal safety [17]. Further-
more, personal safety apps are argued to be usable to the community because they are
local and belong to the citizens as the end users [16].

In developing smart technologies, citizen involvement is unmissable, as establishing
trust amongst citizens is a key factor to ensure the success and longevity of the ecosystem
[8]. This research aims to design a proof-of-concept smartmobile application that focuses
on increasing feelings of safety and security of citizens in the urban, smart city context.
This smart mobile application falls within the realm of a smart city application. The
implementation of smart city application is characterized by requirements related to
communication, information sharing and real-time information [25]. The proposed smart
mobile application will abide by these three characteristics. The research takes Cape
Town as its case study, which is South Africa’s third largest city with approximately 3.7
million residents and argued to be the crime capital of South Africa, while furthermore
ranking as one of the world’s highest in terms of homicide rates [8, 18]. Western Cape
crime rates are the highest and fastest growing in the country, making crime prevention
and control a concern and high priority for city management [12] to which this research
aims to contribute.

To strive towards a city that is perceived safer by citizens, this research offers an
alternative perspective that takes on a user-driven approach for developing a smartmobile
application prototypewith the aim of increasing perceived feelings of safety and security.
This approach is taken on using a Design Science Research (DSR) methodology, which
is realized through creating an artifact with the goal of solving practical problems, which
here relate to disproportionally high crime rate and increased perceived feelings of a lack
of safety and security among citizens.



272 M. Mathijssen and M. Tanner

The following research question is introduced: How can a ‘smart’ community-based
crime-focused mobile application influence feelings of safety and security for Cape
Town citizens?

The study aims to contribute to research and practice by applying results from the
case to cities on the continent with similar urban characteristics and developmental traits
to expand knowledge on smart city developments across the African continent. In doing
so, this research takes on a user-centric approach aiming at addressing, understanding,
and detailing the needs and wishes of citizens with regards to fear of crime and feelings
of safety and security in the context of a smart city.

As mobile phone penetration is high across the continent and access to Internet is
rapidly expanding, a mobile prototype ought to contribute to research and practice by
introducing a smart application that is accessible to its users. As the mobile prototype
proposed in this research aims to use crowdsourcing and is dependent on user input as
well as existing crime-related city data, the prototype provides a technology intended to
facilitate greater community engagement and feelings of safety.

2 Literature Review

2.1 Smart Cities

The United Nation Population Fund states that since 2008, more than half of the world’s
population lives in cities and this percentage is expected to rise to 70% by 2050 [19].
Growing cities bring challenges that local authorities need to respond to. Such challenges
are concerned with public safety and security, quality of living, public transportation
and infrastructure, employment and economy and environmental performance [20]. As
a result, questions arise with regards to how a city could be “smart” and designed in such
a way that the implementation of technologies can facilitate public safety and security
for citizens thereby positively impacting the overall quality of living [21].

It is commonly argued that a smart city is an urban area that deploys IoT and ICT for
the benefit of creating a better manageable, sustainable, and livable city, while maintain-
ing a competitive edge [1, 22]. Smart cities commonly focus on a variety of dimensions,
such as safety, economy, people, governance,mobility, environment and living, and com-
prises of people, businesses, organizations, and processes to achieve the desired goals
for the city [23]. The end goal of a smart city is to increase quality of living for citizens
and deliver benefits for governments on a national and provincial level, as well as for
local city-level municipalities [6]. The use of smart mobile devices such as smartphones
and wearables, is rapidly increasing and form a huge potential for future smart cities
designed at meeting citizens’ demands [24], which is the focus of this study.

Previous studies have explored the wide variety of smart city applications, which
include smart energy, smart public services, smart water and waste management, smart
mobility, and smart security, amongst others [25]. Smart city applications are necessary
for communication and sharing of real-time information that facilitate the implemen-
tation and growth of the smart city [25]. This study focuses on one area of smart city
applications, which is that of smart security.
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2.2 The City of Cape Town and the Smart City

Cape Town is the second largest city in South Africa with approximately 3,4 million
inhabitants and an important center for trade, especially with respect to tourism and the
mobile IT sector [8]. In 2002, the City of Cape Town launched their “Smart City Strate-
gy”, as part of the wider City Development Strategy (CDS) for Cape Town. The focus of
the strategy included leadership, policy and regulation, e-government, IT enabled devel-
opment and IT enabled governance [2]. A decade later, the Integrated Development Plan
was launched, serving as a five-year strategic framework that guides decision making
within the municipality [2]. The plan was built around five ‘pillars’ which include the
opportunity city, the safe city, the caring city, the inclusivity city and thewell-run city [2].
The city has recently improved internet speed and overall access, introduced the use of
digital platforms for access to digital public services, and opened data sources for utiliza-
tion by businesses [2]. However, it is the ‘safe city’ pillar that this study aims to explore
further. There is a need to develop smart city objectives in Cape Town involving the city’s
population in project planning and implementation. This research aims to further built
on existing literature and applications for enhanced inclusivity and contributing to tech-
nological advancements that are community-based and use crowd-sourcing solutions in
the context of a smart city.

2.3 Safety and Security in Cape Town

Public safety and security are highly intertwined with crime rates, in such that they
are compromised when city crime rates are high, and cities are not actively putting in
measures to combat crime [26]. Especially in developing countries, where resources
for combating crime are generally less widely available than in developed countries,
deterring crime and realizing a safe and secure city is one of the main objectives for a
smart and safe city [27].

In South Africa, crime cases are a national health priority as the country reports a
six times higher homicide rate than the global average [18]. Recent official statistics
show that Western Cape crime rates are the worst in the country and in many categories
identified by South African Police Services (SAPS) [28].

Considering the above-mentioned points, there is a need for urban integration that is
inclusive and focuses smart developments around addressing safety and security related
issues at the level of citizen’s wishes and needs, which will aid cities to function better
through distributed problem-solving decisions [25, 29]. The safe citymust be considered
vital for enhancing effective city management, handling crime, and facilitating a healthy
living environment for citizens [30]. Various research has explored interventions in
developing countries that seek to support safety by improving old systems using smart
technologies (e.g., [31, 32]). However, it is important to gauge how citizens perceive
urban security to promote smart city management. This not only prevents or responds
to safety concerns, but also ensure a that the city is an attractive place to reside in [30].
Smart safe applications in urban spaces are crucial and help improve urban governance
and planning as well as provide a better living environment for citizens [30].
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2.4 Personal Safety and Fear of Crime

Most studies acknowledge the relationship between personal safety and crime, both of
which have significant theoretical and empirical commonalities [33]. Like crime com-
mitted against an individual, personal safety is said to be jeopardized when intentional
harm is being done to an individual or their property [34]. Said, then, is that the percep-
tion of personal safety is threatened by a fear of crime [35]. Some research identifies
that fear of crime occurs when people can imagine themselves falling victim to crime,
partly because of hearsay from people they know [36]. In addition, fear of crime is fed
through physical environmental factor such as poor lighting, hiding places for criminals,
poor state of buildings, and a high frequency of abandoned streets within areas, as well
as social factors such as the lack of police control, surveillance cameras and people in
the street/area [37].

Previous research shows that providing crime related information to citizens and
involving them in effective policing is assumed to be socially beneficial and leads to
better public service transparency [13, 38]. Although a ‘safe city’ constitutes one of the
five pillars for city development in Cape Town according to the IDP [2], it is commonly
argued that citizen involvement by authorities for the benefit of safer cities has been
lacking [38]. As a result, this research aims to involve end-users in the development of
a mobile application prototype that attempts to increase community involvement and
empowerment, as well as increased feelings of safety and security, partly because of
reduced fear of crime and victimization.

2.5 Citizen Involvement and User-Centered Design

Smart cities are first and foremost associated with the implementation of a set of tech-
nologies for the benefit of a livable city [39]. However, various research has argued that
smart city applications often put too much focus on just the technologies, and less on
citizens and engagement with society [22], while communities and individuals should
be considered as key stakeholders in the smart planning process [22]. The danger of
failing to consider citizens and societal engagement in these applications could result in
wasting expenditures that were initially budgeted to facilitate the implementations [22].
In addition, the leverage of smart technologies is often provided by corporate giants, reg-
ularly leading to monopolization of the smart city because of a shift in power dynamics
from the city to corporate companies [22]. Consequently, smart cities could lose their
creative edge [1]. For this reason, a design science research method is explored in this
research, where end-users are placed at the center of the development process and new
knowledge is created from the lived experiences, wishes, and needs from end-users.
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3 Methodology

3.1 Research Strategy

Aqualitative researchmethodwas chosen for this research to assist in the elicitation of the
requirements for the application. Thiswas relevant as this study is aimed at understanding
the “lived experiences” and perceptions of people to gain a deeper understanding of the
problem at hand and gaining insights from its meaning [40]. These insights then form
the basis of constructing the prototype, for which creativity and co-creation are the most
important values.

3.2 Design Science Research Methodology Framework

This study uses the DSR methodology. DSR is defined as “the scientific study and
creation of artifacts as they are developed and used by people with the goal of solving
practical problems of general interest” [40]. The artifact that is developed during the
study is amobile application prototype. In answering the research questions using a DSR
method, the research draws on the methodological framework from [40]. The different
stages of the design science method framework are addressed in the next subsections.

3.2.1 Activity 1 - Explicate Problem

To define the requirements for building the mobile application prototype, the problems
must be defined precisely [40]. To achieve this, interviews with respondents were held
in line with DSR, with the purpose of identifying lived experiences of the participants in
relation to their current safety and security-related challenges. To achieve the above, a
total of 12 semi-structured interviewswere conducted.More details about the interviews,
how they were conducted and how their results were analyzed are described in the data
collection section.

3.2.2 Activity 2 - Define Requirements

Where the previous activity elicited the problem, this stage evaluated the application
requirements as proposed by the stakeholders and assessed their completeness and
feasibility for implementation [40].

3.2.3 Activity 3 - Design and Development of Artifact

The third activity is Design and Develop Artifact with the aim of fulfilling the require-
ments as proposed in the previous stage. This activity was concerned with “creat[ing]
an artifact that addresses the explicated problem and fulfils the defined requirements”
[40] (p.117). The input used in this stage consisted of the insights gathered from the par-
ticipants and knowledge from literature. This phase comprised of three sub-activities.
In the first sub-activity, a brainstorm session was conducted, leading to the design of
sketches for the user interface. The second sub-activity included a more elaborate design
of the mobile application prototype. Use case diagrams and user stories were used to
visualize the skeleton of the prototype with its main functionalities and actors. Lastly,



276 M. Mathijssen and M. Tanner

in the third and final sub-activity, the prototype was designed using the software Sketch
which was used to demonstrate the artifact, and to obtain user feedback in the evaluate
artifact phase.

3.2.4 Activity 4 - Demonstrate Artifact

The aim of this phase was to demonstrate the mobile application prototype that had been
designed in the previous phases [40]. In this phase, descriptive insights were gathered
from participants, by asking them to engage with the prototype through user stories
describing real-life scenarios. Each user story contained one or more acceptance criteria,
which were in line with the application. The user stories defined how the application
was expected to behave and how these behaviors should be satisfied.

3.2.5 Activity 5 - Evaluate Artifact

This activity determined how well the artifact solved the explicated problem and how
well it satisfied the requirements set out in the second stage. In this phase, participants
were interviewed and asked for their feedback after which alterations were made to
the artifact accordingly. Four users from the initial pool of participants were asked to
participate in the second round of interviews in which they were given access to the
prototype and asked to carry out a set of tasks (activity 4). Semi-structured interviews
were then conducted, guided by the Technology Acceptance Model for evaluation.

The research used Davis’ TAM as a model as theoretical underpinning for gathering
and analyzing user feedback on the mobile prototype during the evaluation phase [41].
TAM is one of the most widely used models for user acceptance and use of technology
in the Information Systems field [42].

The model assumes that users come to accept a technology when there is a high level
of Perceived Usefulness (PU) and Perceived Ease of Use (PEU) of the technology [42].
This study assumes that PEU is achieved when the user of the application believes that
using the smart city mobile application prototype would be free of effort. PU refers to
the user believing that the smart city mobile application prototype would enhance their
feelings of safety and security in the city. PU and PEU are the most important factors
in determining an individual’s attitude towards the system and whether they will use it
[43].

Participants were asked to perform a set of tasks, in line with the system’s main
functionalities. These tasks are identified as the external variables for evaluating the
technology’s acceptance by the interviewees. The following external variables were
chosen:

• Task 1: Create a new account and log in
• Task 2: Start a safe route
• Task 3: File an incident report
• Task 4: Become member of a community
• Task 5: Add a safety resource to your folder
• Task 6: Send out an emergency signal
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Incorporating the task assessments into the technology acceptance model for evalua-
tion, the research proposes an applied TAM (see Fig. 1). The following section addresses
how this model was used for artifact evaluation.

Fig. 1. Technology acceptancemodel for evaluating smart mobile application prototype - adapted
from [41]

3.3 Sampling Strategy and Size

The overarching sampling method used in this research is that of nonprobability purpo-
sive sampling. The strategy chosen is purposive in nature, because it does not involve
random selection of participants and the study aims to include participants from the
different strata identified. Within the purposive sampling method, the study specifically
utilized nonproportional quota sampling. In quota sampling, the population, in this case
Cape Town’s population, is divided into strata which are relevant to the study’s topic
of interest. The strata chosen for the quota sampling in this study include gender and
location. These strata are considered most important for evaluation based on previous
literature on crime, safety and security in the context of Cape Town as a smart city (see
[45]). Literature suggests women are less likely to defend themselves against perpetra-
tors and further experience higher fear of crime than their male counterparts [49], hence
why gender is chosen as a stratum. To determine the difference in perceptions of safety
across the city and success of the application, location is chosen as the second stratum
for sampling.

The total number of respondents during the first round of interviews is N = 12. The
sample overview can be found in Table 1.
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Table 1. Sample overview interviews round 1

Respondent
No

Gender Living location Age Race Home-work
travel
method

Accessto
Phone

Accessto
internet

R1 Female Observatory 27 White Walking Yes Yes

R2 Female Centralbusiness
District

28 Black Private car Yes Yes

R3 Male Observatory 25 Black Private car Yes Yes

R4 Male Sea point 25 White Private car Yes Yes

R5 Female Sea point 25 White Private car Yes Yes

R6 Female Kenilworth 21 Asian Private car Yes Most of
the time

R7 Male Woodstock 29 Black Public
transport

Yes Yes

R8 Female Salt river 24 White Walking Yes Yes

R9 Female Observatory 24 White Public
transport

Yes Yes

R10 Female Rondebosch 26 Black Public
transport

Yes Yes

R11 Male Green point 28 Black Public
transport

Yes Yes

R12 Male Salt river 30 Black Walking Yes Most of
the time

The total number of respondents during the second round of interviews is N= 4 (see
Table 2). After that, data saturation was reached. Respondents kept their case number
from the first round of interviews.

Table 2. Sample overview interviews round 2

Respondent
No

Gender Living
location

Age Race Home-work
travel
method

Accessto
Phone

Accessto
internet

R4 Male Sea point 25 White Private car Yes Yes

R6 Female Kenilworth 21 Asian Private car Yes Most of
the time

R8 Female Salt river 24 White Walking Yes Yes

R11 Male Green point 28 Black Public
transport

Yes Yes
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3.4 Data Collection Method

Interviews were chosen as the preferred data collection method as they allow for high
engagement with respondents and facilitate greater creativity which are important objec-
tives for development of the prototype. Rounds of interviews were performed twice,
during the first stage and fifth stage of the design period, in the explicating problem
and artifact evaluation stage, respectively. Interviews were conducted via WhatsApp
because of the Covid-19 restrictions active at the time of data collection. All inter-
views were recorded. Additionally, field notes were taken by the researcher during the
interviews.

3.4.1 Interviews Round 1

As the research follows the DSR method, the main purpose of the interviews was to
go into depth on the lived experiences of users and consequently get an understanding
of the problem. In the first part, respondents were asked general questions addressing
demographic characteristics, namely age, gender, race, housing status, place of resi-
dence, job status and employment location, work-home travel method, income, access
to mobile device and access to the Internet. Thereafter, the research focused on gathering
individuals’ perception of crime threat, perceived safety in the neighborhood, trust in
local crime prevention authorities, and degree of neighborhood integration. Participants
are encouraged to openly share their experiences with regards to feelings of safety and
security in the city and their neighborhood.

In the second part of the interview, participants were informed about the proposed
design of amobile application prototype and its function as a smart city application that is
focused on enhancing feelings of safety and security of Cape Town citizens. The notion
of a smart city was explained in the interview. Participants were asked to share their
wishes and needs when it comes to enhancing feelings of safety and security through
mobile application prototype features and requirements. Particularly, the participants
are asked to translate their experiences with regards to safety and security threats as
identified earlier in the interview and fit them within a set of requirements to enhance
their feelings of safety and security.

Lastly, participants are asked how they foresee the success of a prototype with the
purpose of enhancing citizens’ feelings of safety and security, which potential drawbacks
could be identified.

3.4.2 Interviews Round 2

Following the DSR method, a second round of interviews was performed during evalu-
ation stage. The purpose of the second round of interviews was to gather feedback from
participants on the developed prototype and to what degree it conformed to the partic-
ipants’ expectations with regards to feeling safe and secure in their neighborhoods in
Cape Town as set out in the initial round of interviews. The in-depth interviews provided
rich insights in the perceived usefulness and ease of use of the artifact. Furthermore,
because of the structure and determined content of the interview protocol, saturation of
knowledge could be reached after these interviews.
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The mobile application prototype was made available on Sketch cloud. The partic-
ipants interviewed for the in-depth evaluation were sent an open link to the prototype.
The prototype was made available to interviewees just before the start of the interview.
Participants were asked to open the link on their mobile device to have the best mobile
application prototype experience, while keeping the interview call on loudspeaker.

During the first part of the interview, participants were given the opportunity to
explore the different screens to get an impression of the general look and feel of the
prototype as well as the available screens and menu options. Participants were asked
to provide comments on their first impression. During the second part of the interview,
participants were requested to perform a set of six tasks derived from the main use cases.
The protocol for the task assessment and evaluation follows the Technology Acceptance
Model, where users were asked to assess intention to use and ease of use for each of the
tasks. The six tasks were the same for each of the participants to facilitate comparison
and implement any feedback accordingly. In addition to commenting on the perceived
usefulness of the different system functions, participants were further asked to specif-
ically assess the perceived usefulness of the system functions in terms of its effect on
enhancing feelings of safety and security.

3.5 Data Analysis

All interviews were transcribed. The approach chosen for qualitative data analysis is that
of thematic analysis (44). Specifically, this research engaged in inductive thematic anal-
ysis. As the design science research method aims to generate new knowledge, insights,
and explanations from the perspectives of users central to the problem, inductive the-
matic analysis was performed to refrain from fitting the data in a pre-existing frame, but
rather linking the themes to the data themselves.

NVivo was used to analyze the qualitative data gathered in the interviews. Coding
of the interviews was performed in two phases. The first phase included the coding of
the first half of the interview, going into challenges with regards of feeling safe and
security in the neighborhood and the city. This part is called “Perceptions of safety”
and a total of 16 nodes were used to code this section. Nodes were subdivided into the
following themes: challenges influencing safety and security, attitudes towards safety,
neighborhood development, and external factors impacting safety.

The second phase included the coding of the second part of the interview, going into
wishes and needs with regards to enhancing safety and security in the neighborhood
and the city in the context of the mobile application prototype development. This part is
called “Wishes and needs” and total of 14 nodes were used to code this section. Nodes
were subdivided into the following themes: Application requirements, attitudes towards
using the app, challenges for using the app, and factors impacting use and success of the
app.

The second round of interviews, in which four participants were interviewed to
obtain feedback on the developed mobile application prototype as a result from the
requirements deriving from the first round of interviews, have been coded into a code
book called “Application Evaluation”. A total of 10 nodes is used to code this section.
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4 Findings

4.1 Explicate Problem – Challenges with Regards to Feelings of Safety
and Security

This section discusses the results from the first part of the interviews. The participants’
challenges are discussed with regards to their feelings of safety and security in the
neighborhood.

4.1.1 Fear of Night-Time

The first challenge experienced by interviewees that negatively impact feelings of safety
and security for participants relates to the daytime versus night-time divide. All people
interviewed identify that they feel less safe or completely unsafe at night in their neigh-
borhood. The reasons for the feelings of unsafety at night-time range from a lack of
visibility in their surroundings, streets becoming quieter and a feeling of vulnerability:
“Times I feel unsafe would definitely be when it gets darker, at nighttime, because the
roads generally become more quite in Sea Point, so I feel more vulnerable, less safe”
[R5].

4.1.2 Mode of Transportation Restrictions

Respondents mention mode of transportation as a factor impacting their feelings of
safety in their neighborhood, leading to a decrease in feeling safe and secure. The
respondents with access to a car stress that driving a private car gives them a safe or safer
feeling because it is a personal space that is not likely to be compromised. Taxi services
such as Uber are perceived somewhat safe by those respondents that use this mode of
transportation. However, in a few cases, these private taxi services are also considered
unsafe: “I’m okay with using an Uber but there are sometimes some issues with Ubers
attacking females or kidnapping people or stuff like that. So, I’d rather just use my own
car most of the time” [R2]. Some respondents also stated they feel uncomfortable whilst
using public transport as it limits the possibility of being in one’s own space. Word-of-
mouth pertaining to the risks associated with public transport also limit their feelings of
safety and security. Lastly, walking decreases respondents’ feeling of safety, especially
while carrying valuables: “I would walk and I would see weird people following me and
I would literally have anxiety attack due to that, because I would never feel safe knowing
that there is somebody potentially following me and if there is nobody in the street and
then also it does really affect me” [R9].

4.1.3 Feeling Unsafe Around Strangers

The third challenge relates to feelings of unsafety around strangers: “So at night when
I see maybe a group of men, usually, I feel less safe. And then safer if I see couples, or
groups of all kinds of different people who don’t look poor, then I feel safer, I guess,
to be honest”. Respondents mention that they feel safe(r) when there are more people
around (e.g., in shopping centers, the promenade, and beaches). Touching upon feelings
of unsafety, respondent R2 mentions that the presence of beggars gives her an increased
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feeling of unsafety: “There is a lot of them around in the area, especially by our apartment
block there is a lot of people always begging and stuff. You never know their real
intentions. Because some of them might want to steal but some of them might really
actually be begging for food innocently”.

4.1.4 Street Architecture and Infrastructure

The fourth challenge relates to the design of the streets and overall infrastructure. For
instance, open and visible spaces, proper streetlights, greenery, the presence of bars and
restaurants, and cleanliness of the area contribute to increased feelings of safety and
security: “If you look at Camps Bay there is a lot of visibility, it’s a big suburb, there is
greater infrastructure there and the lights and patrols are higher” (R7). The inability to
look far ahead also diminishes participants’ feelings of safety:“I feel like in Observatory,
there is a main road and there are a lot of street corners and as soon as I’m approaching
a corner I’m always stressing out, because there is a lot of stories where people are
hiding in these small streets and waiting for victims and attack them as soon as they
cross the corner” [R3].

4.1.5 Lack of Police Support and Follow-up

The fifth challenge identified by interviewees refers to the lack of police involvement
and follow up when incidents are reported: “when we had the break in, we literally
investigated on our own and we found out who did it through the body corporate, the
building managers, and we found pictures of the person who did it. We literally told the
police that we have pictures, but they didn’t do anything with the case and didn’t get
back to us like they said they would” [R2].

4.2 Define Requirements

This section addresses the application requirements as proposed by the interviewees,
with each requirement discussed in a different sub section linking back to the challenges
with regards to feelings of safety and security for participants in the study.

4.2.1 Emergency Panic Button

All participants mentioned the need for an emergency button. How this functionality
should function was dependent on the respondent. Overall, most respondents conclude
that the emergency panic button should be easily accessible and easy to navigate, as the
respondents mention such a functionality would be ideal to use in case of emergency:
“I think that I would probably at the top of my head want something like a panic button,
something that I can react to really quickly in instances where I am being attacked, or
somebody is trying to attack me, or somebody is trying to rape me” [R2]. With regards
to the easy navigation of such a functionality, because of time constraints in a situation
of emergency, two participants came up with the idea of a “hot key” or “assistive touch”
which sits on the screen when it is locked: “I guess basically having an always on
function to the app where it’s kind of sitting on your screen whether or not the phone is
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locked or unlocked so you can press it in a panic situation” [R3]. Another participant
proposes a code word functionality that listens only to the person owning the device:
“So you for example choose your own code word and no one else also knows it. And then
whenever you use that, or you have to say it twice so something like that, it activates”
[R8].

Among participants, there was no consensus on who should be buzzed once the
emergency button has been activated. The range of options includes family members
or friends, neighborhood watch, private security companies, and local police officers.
For most of the participants, the signal should preferably go out to the security (com-
munity) team nearest to the destination of where the emergency has been reported, so a
fast response is guaranteed: “Depending on which area you’re on, it sends a signal to
community safety or police that are in that area, I think that would be the most valuable
feature that the app would have” (R3). Themobile app emergency button could be linked
to physical emergency buttons installed in homes, so it is accessible through the mobile
device anywhere and at any moment. Such a functionality relates back to the challenge
of time of day, and specifically, a fear of night-time, fear of strangers, challenges relating
to certain modes of transportation, and feeling unsafe in certain streets and areas: “If
you don’t feel safe at a particular occasion, you click help and then it alerts a security
team that patrols in the area to come to your location to escort you to wherever your
destination that you would like to reach. So, I think that’s one of the important things”
[R10].

4.2.2 Crime Heat Map

The second requirement for the appwas that of a crime heatmapwhich enables citizens to
log incidents and suggests neighborhood to be avoided and accessed based on previously
logged information: “I think it would be really helpful, a crime heat map, because some
instances you want to go somewhere but you are not necessarily sure what the crime rate
is like there because you’ve never been there before. So, I think it would be really helpful
and it wouldn’t really scare me” [R2]. Some participants suggested that the logged
incidents be filed in a database which would be used to make long term algorithms
available for safe route planning for citizens, as well as being able to (re)allocate law
enforcement resources to those areas identified as crime hotspots to tackle and diffuse
criminal activity.

Flowing from the idea of a crimeheatmapwas the suggestion for a safe route planning
system. Some participants indicated that planning a route in the app could be relevant to
avoid certain areas that are associated with high crime and incidents. Participants would
be able to enter their destination point and be directed towards their destination in the
safest manner, building on logged incidents from the crime heat map.

Such a safe route planning system, building on the crime heat map, could primarily
tackle the time of day and mode of transportation challenge faced by participants: “Like
maybe trends can be developed from that, so let’s say all incidents are happening between
10 at night and 2 am, then you’re kind of like it’s just not a good idea to walk at night
whether you’re in a group or alone” [R5]. A crime heat map could also recommend
where to drive and park a car safely: “I think for a long-term thing it’s definitely positive
for them to track down if there has been car break in” [R1].
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4.2.3 Community Chat Room

A third requirement suggested by participants related to a community chat room, to
enable the user to speak to people in the neighborhood or obtain updates: “People can
post updates (…) or if I see something sketchy and I’m just going to ask on the app
like “did anyone else see this? I would just like to clarify that wasn’t anything serious”
[R6]. The community chatroom functionality was dependent on the involvement of the
community to raise awareness in the community and facilitate the community buy-
in for use of the app: “I think the community would need to be involved in that they
need to obviously have a forum to speak about these things that are happening, share
information on who’s been mugged and what’s been happening. Maybe like an active
forum and people just sharing their experiences of what they’ve gone through. And
not just sharing, but also just information that helps the community in a way” [R11].
Whether users are afraid of movement at night, walking alone, accessing certain streets
or parks, or being confronted with strangers, the application’s community chatroom
would function as an awareness platform to promote vigilance in the neighborhood and
look out for other members of the community.

4.2.4 Safety Resources

A fourth application requirement touched upon the availability of safety resources. Par-
ticipants mentioned local police office numbers, rape response numbers, and other emer-
gency contact numbers such as ambulance and police: “It’s also a typical South African
problem of not knowing how to contact ambulances or police or stuff like that in times
of emergency. Cause the number that we all use which is 10111 which would take you
to the police dispatch is now used for something else, and it’s quite confusing. So, to be
in a setting where the app would be linked to a, not a distribution center, but for a lack
of better term, to a room or outpost that would then deal with your query would be a
lot better” [R3]. The fifth suggestion for an application requirement was that of a live
police map: “also obviously knowing where the security guards are positioned on the
map will also make me safer because then I know if I’m using that street like there is a
security guard so then I would feel a bit safer” [R1]. Participants suggested that knowing
where police are stationed or where police cars are driving, would allow participants to
remain in the vicinity of police which increases their feelings of safety and security. The
suggestion of safety resources within the application tackles the challenge of a lack of
police involvement and follow-up.
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4.3 Design and Development of Artifact

Based on the previous section which defined the requirements for the application, the
sketches and first build of the prototype were designed. To give a representation of the
functions, a use case diagram was developed which was accompanied by user stories.
The user stories helped articulate how the user would interact with the artifact. These
were also used during the evaluation phase when the participant was asked to complete
as set of tasks with the mobile application prototype and share their opinions regarding
perceived usefulness and ease of use of the system in accordance with the Technology
Acceptance Model (TAM).

The use cases based on participant input for the design of the application was visual-
ized in an initial set of sketches (see example in Fig. 2). Details about the use cases and
user stories are shown in Table 3. The sketches were designed into the prototype using
Sketch software. After completion of the initial prototype (see example in Fig. 3), the
files were pushed to Sketch Cloud to make it accessible to participants.

Fig. 2. Example of sketches Fig. 3. Example of screens

4.4 Demonstrate Artifact

The user stories that guided the demonstration of the artifact can be found in Table 3.
Each user story had a range of acceptance criteria, examples of which are also included
in Table 3. Each user story is mapped to the corresponding use case.
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Table 3. Use cases, user stories and example acceptance criteria

Use case User story Example acceptance criteria

Login I would like to sign into my
account so that I can access
my personal app

Given that I am a returning
user, when I open the app, I
expect to be able to log in with
my email and password
credentials, so that I can
access my personal app

Reset password I would like to reset my
password so that I can log in
to my account even if I forgot
my password

Given that I am a returning
user, when I try to log in but
cannot remember my
password, I expect to reset my
password, so that I can log in

Create account I would like to create a new
account so that I can use the
app when I am a new user

Given that I am a new user,
when I am a new user, I expect
to have a clearly visible “sign
up” button at the bottom of the
screen so that I can create a
new account

Create account I would like to see the
progress of my sign up so that
I am not discouraged to
use the app

Given that I am a new user,
when I sign up, I expect to see
a progress bar

Searchincident reports I would like to see previous
incidents on a map so that I
can explore the safety in
different neighborhoods

Given that I am a user, when I
go on the Safe Map, I expect
to see pins indicating a
previously reported incident

Fileincident report I would like to file my own
incident report so that I can
report a crime and help other
neighborhood members stay
vigilant

Given that I am a user, when I
am on the Safe Map, I expect
to be able to click a button to
file an incident

Start safe route I would like to start a route
planner so that I can navigate
from point A to point B in the
safest way possible according
to my personal values

Given that I am a user, when I
am on the Safe Map, I expect
to start a Safe Route by
clicking a Safe Route button
that is clearly visible

Viewsafety resources I would like to have easily
accessible safety resources so
that I can call them if I need
assistance

Given that I am a user, when I
am on the Safety Resources
map, I expect to add a safety
resource to my personal safety
resources folder

(continued)
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Table 3. (continued)

Use case User story Example acceptance criteria

Access/View communities I would like to become a
member of a community so
that I can see community-
logged incidents and view and
chat with other members of
my community

Given that I am a user, when I
navigate to “communities” in
the main menu, I expect to see
my personal communities or
add a new one

Viewsafety category weights I would like to have an
overview of my settings so
that I can edit and set
personal account details

Given that I am a user, when I
go to settings, I expect to see
an overview of settings
options in
a listing view

Send emergency signal I would like to have an S.O.S.
button in the map section
which I can click to send an
emergency signal

When I click on the S.O.S. red
button, I expect to get a push
notification with the choice of
sending the emergency signal
or cancelling the action

Respondto emergency request I would like to be able to
respond to an emergency
request to help a co-
community member

When I am a member of a
community, I would like to get
a pop up when a user within
my community sends an
emergency signal and have the
option to respond or decline it

4.5 Evaluate Artifact

To evaluate the artifact, participants were asked to provide feedback about the artifact in
accordance with the Technology Acceptance Model. According to this model, users are
asked to assess perceived ease of use (PEU) and perceived usefulness (PU) for each of
the system variables. This is accomplished through guiding the participants through a
set of tasks in line with the use cases and user stories. An overview of the user feedback
in line PEU and PU can be found in Table 4. The prototype was enhanced in line with
the participants’ recommendations.
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Table 4. Application feedback according to Technology Acceptance Model

System variables Perceived ease of use Perceived usefulness

Accounts -Increase font size of sign-up
button

Category weights -Change naming convention on
slide bar ends

-Remove crime category
weights from view
-Add more subcategories to
movement weights
-Add a user explanation as an
introduction

Safe routes and crime map -Amend the menu wording
-Change the color of the pins to
red

Incident reports -Change the color of the pins to
red
-Add a filter for finding recent
reports

-Add the option to upload
picture in incident report
-Add follow up button options
after submitted report
-Add a date filter to minimize
exposure to previous crime
reports

Communities -Add filter for finding recent
reports

-Add “report user” option
-Add scan profile functionality
for new
profiles

Safety resources -Add “tips and tricks” section
for feeling safer
-Start personal chat with
community user

Emergency buttons -Offline emergency signal
option

5 Discussion

The design science research method used in this study aimed to address the explicated
problem of participants experiencing challenges with regards to feeling safe and secure
in the city. The study found that the most important requirement for the application as
voiced by participants is the presence of an emergency button that can be quickly and
easily accessed. This finding is supported by literature, as various studies touch upon
the use of mobile services in harnessing safety and the importance of a silent signal to
be send out to police, which is one of the most echoed wishes [45]. This study provided
more insights into this by revealing that ideally, the panic button should be accessible
when the phone is locked which can be accomplished when the prototype is built into a
working mobile application.
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In terms of the destination of the signal, literature suggests the signal to be sent
to community members or family and friends [46]. This research carefully evaluated
the destination of the GPS emergency signal based on user interviews, and proposed
something similar, where community members take on a central role as the first point
of contact for emergencies in the community-based application. Interviewees stress
the importance of having the community engaged in the mobile application prototype,
because the success of the mobile applicated is dependent on community buy-in. This
finding finds support in other studies, such as the study by [14] which observes that
communities actively use online platforms to share information with co-members with
a similar interest, with crime being one of those popular conversational topics.

Additionally, the study found that for the application to be successful, an important
requirement is the implementation of a crime heat map fromwhich users can view previ-
ously logged incident reports on a live map and start a safe route based on their personal
wishes and needs. The study recommends a logging incident system as another unmiss-
able feature. The incident reports are mapped for use of the safe route functionality, and
additionally available in the crime heat map and communities’ maps. This is in line with
literature which suggests that keeping citizens informed about crime incidents will pro-
vide them with knowledge to be more careful navigating through their neighborhoods
[14].

As shown in Table 5, the prototype offers a combination of capabilities that are
unique compared to the current availability of personal safety apps in South Africa,
while keeping user friendly and easy to use according to participants. Looking at Table 5,
this prototype offers functionalities that are rarely seen in other applications, including
the possibility to add personal resources, plan a safe route based on previously filed
crime reports, and the focus on community involvement and crowdsourcing. The latter
is considered an important requirement by the participants in this study for the application
to be successful. The possibility to engage with community members, share knowledge
and call out community members during emergency is what separates this application
from others in the field.

It is important to reflect on how the proposed mobile application prototype can lead
to greater community resilience within a smart city. The study found that participants
feel most resilient and confident about co-members of the community assisting in the
case of an emergency as opposed to the police or friends, because there is a lack of trust
in the police and friends, or family contacts could likely not be in the neighborhood.
Provided there is a large community buy-in, the appwould be used bymany people and in
effect, the likelihood of an active community member being in close vicinity of where an
emergency signal is being sent is also high. The research further found that participants
believe community engagement and social cohesion within the neighborhood have a
positive effect on feelings of safety in the neighborhood because it shows a member
can rely on the neighborhood and to help you when in need. This further helps build
community resilience. The community chat room is necessary here to play a central role
in facilitating communication and awareness between community members.

Previous research has shown that crowdsourcing, where information gathering
through the internet is done by individuals, is often very successful because technolo-
gies that are based on crowdsourcing show to have an overwhelming participatory crowd
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Table 5. Application prototype functionalities compared to existing personal safety apps in South
Africa

Feature/Use
Case

Research
App

Namola MySAPS Life360 BullHorns Safe
Community
App

MySOS bSafe

Log in/sign up ✓ ✓ ✓ ✓ ✓ ✓ ✓

Log incident ✓ ✓ ✓ ✓

Safe route ✓

Personal
safety
Resources

✓ ✓

Community
room

✓ ✓

Emergency
signal

✓ ✓ ✓ ✓ ✓ ✓ ✓

Private armed
response

✓ ✓ ✓ ✓ ✓

Response
from
community
members

✓ ✓

Response
from trusted
friends/family

✓ ✓ ✓ ✓ ✓ ✓ ✓

Live GPS
tracking and
sharing

✓ ✓ ✓ ✓ ✓ ✓

Ambulance
services

✓

Live
streaming of
incident

✓

[14, 47, 48]. Studies in Latin America and Brazil have shown that mobile applications
using crowdsourcing related to crime prove successful in reducing the number of crimes
in those areas [47]. The applications addressed here use a similar functionality where
incidents are alerted to co-community members in the near vicinity [47]. This study’s
proposed mobile application prototype makes use of the same crowd-sourcing methods
for collecting crime-based data. Community members in the research have addressed
their confidence in a large community buy in which could lead to the use of the mobile
application prototype having a snowball effect for participation, for the purpose of feeling
more safe and secure in the neighborhood with the help of the community, and there-
fore the study concludes that the smart mobile application will have a positive effect on
community engagement.
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6 Conclusion

This study provided insights into the design of a smart mobile application that can help
citizens manage their fear of crime and improve their personal safety. Previous research
has shown that issues relating to safety, security and fear of crime negatively impact
urban life for citizens, and several studies suggest that improving the social engagement
within communities might alleviate such issues [13, 45]. To strive towards a city that is
perceived safer by citizens, this research offered an alternative perspective that takes on
a user-driven approach for developing a smart mobile application prototype according
to the Design Science Research method with the aim of increasing feelings of safety
and security. The study taps into Cape Town’s high mobile phone penetration rate and
existing local government’s initiatives for building on smart pillars by proposing amobile
application prototype for citizen use. In doing this, the study places participants, who
are in turn Cape Town citizens, at the front of the analysis and development process.

This study addressed the following research question: “How can a ‘smart’
community-based crime-focused mobile application prototype influence feelings of
safety and security for Cape Town citizens?” Addressing the research question involves
several aspects. Citizens must actively be involved in addressing smart-community solu-
tions for the benefit of increasing the quality of life for citizens, which is one of the main
objectives of the smart city [1, 22]. This research accomplished this, giving citizens a
central role in the problemdescription, requirement analysis and evaluation of themobile
app.

For the application to be successful, there is a need for community buy-in on a large
scale, as the application is only argued to workwhen there is a large group of users to rely
on for building a crime database and helping community members when in need. The
application should be easily accessible, both in terms of quick access to the emergency
signal as well as accessibility in terms of pricing, data, and connectivity, so it can be
used by members from all types of communities in the City of Cape Town. However,
most importantly, this research found that facilitating more safety and security for Cape
Town citizens through the mobile application prototype is a first step in aiding citizens
in being more informed on the levels of crime in the neighborhood and share thoughts
with different members related to safety. This is an essential step to building community
resilience.

The research identified a few research limitations. Firstly, due to time and resource
constraints, the study only included neighborhoods from the inner parts of Cape Town
in its case study for research and analysis and excluded the wider areas of Cape Town
which include the Klipfontein District, Helderberg, Northern Suburbs and the South
Peninsula. Additionally, the study could have benefitted from a larger pool of intervie-
wees if resources and time would have allowed it. Lastly, a limitation of the study can be
identified relating to data connectivity and accessibility. Although mobile phone pene-
tration is high across the continent and access to Internet is rapidly expanding, citizens
are currently dealing with limited access to data because of the high costs as well as con-
nectivity issues, especially in the outskirts of the city. This reduces the availability of the
application to all citizens in the city and has a negative effect on large-scale community
buy-in, one of the requirements of success for the application.
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Emerging from the first limitation addressed in the previous subsection, future
research could conduct large-scale interviews with citizens from all suburbs and neigh-
borhoods in Cape Town, to get an understanding of their wishes and needs. In addition,
future research on the topic could focus on performing interviews with all smart city
stakeholders including local government and municipalities, to get an understanding of
the smart city plans with regards to a safe and secure city. Results of these interviews
should focus on alignment between citizen wishes and needs and municipal and local
government plans to identify the gap between stakeholder interests. This will drive a
mutual beneficial smart and safe city that is built on urban technologies and human
experience. Future research should furthermore focus on linking logged incidents to law
enforcement crime databases to analyze large scale crime data and tackle crime issues
more efficiently going forward.
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Abstract. Use of digital technologies for management of COVID-19 pandemic
was widely observed across the globe. However, building resilient digital sys-
tems to better manage the pandemic based on country contexts was a challenge.
The objective of this study is to identify socio-technical determinants of build-
ing resilient digital technologies based on a comparative study or three countries.
Case studymethodwas utilizedwith qualitative data collectionmethods to identify
thematic areas for comparison. The study revealed that resilient digital pandemic
responses will rely on a plurality of technologies, and on agility, flexibility and
capacity in producing these solutions.

Keywords: Sri Lanka · South Korea · Rwanda · Resilience · COVID-19 ·
Pandemic

1 Introduction

Resilience in health IT has been defined as “institutions’ and health actors’ capacities
to prepare for, recover from and absorb shocks, while maintaining core functions and
serving the ongoing and acute care needs of their communities” (Haldane et al. 2021).
The resilience of health systems in low- and middle-income countries (LMICs) has
become an increasingly important research topic since the 2014 Ebola Virus Disease
(EVD) outbreaks in West Africa (Haldane et al. 2017) and is now magnified with the
current COVID-19 pandemic.

A basic vulnerability-resilience duality characterizes the process of creating and
deploying resilience, comprising aspects of both a ‘bounce back’ to re-establish stability
and a ‘bounce forward’ to adapt to changing situations. This duality is exemplified in
the Paris Climate Agreement, where the term “climate-resilient development” refers to
both mitigation of climate change hazards and adaptation by “fully realizing technology
development and transfer to improve climate change resilience and reduce greenhouse
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gas emissions” (The Paris Agreement | UNFCCC 2015). The COVID-19 epidemic,
which is still sweeping the globe and disproportionately affecting communities, has
comparable issues in terms of resilience, in that it necessitates quick action to mitigate
the vulnerabilities produced by this shock. This goes hand in hand with the need to
provide creative and agile solutions to respond to the changing environment.

In response to the COVID-19 pandemic, a 2020 WHO policy brief highlighted the
need for effective ‘information systems and flows’ and strong epidemiological surveil-
lance as key resilience-building strategies (Thomas et al. 2020). The pandemic has been
characterized by high levels of uncertainty with rapid changes in policies and urgent
demand for data and digital technology responses. In early 2020, Sri Lanka developed
an effective digital platform for responding to the emerging pandemic using the open
source DHIS2 platform (District Health Information Software 2, n.d.). The system pro-
vided an effective and agile response, with the ability to support case surveillance and
contact tracing, and integrating disparate information systems to ensure critical lab test
results could be used in the COVID-19 response (Kobayashi et al. 2021). Using the
same DHIS2 platform and having developed strong capacity in its application, Rwanda
quickly adopted the Sri Lanka COVID-19 apps, which were distributed in the global
DHIS2 network, and managed to establish a resilient digital pandemic response. In this
paper we present and discuss the successful digital responses using the open-source
platform approach by these two LMICs, and compare them with the case of South
Korea, which was also able to provide a resilient digital pandemic response through a
plethora of different solutions fostered through a private-public partnership and better
economic strength to power digital innovation. In the discussion, the three cases will be
used to identify key determinants for digital resilience and to indicate the advantages of
South-South-North network and platform approaches in building digital resilience, in
particular in the global south. We hypothesize that in order to achieve an efficient digital
response in times of a pandemic agility and plurality of digital solutions are required
in contexts of LMIC or developed countries. In addition, such efficient responses may
be backed by low-cost, opensource solutions in a LMIC setting with community driven
implementations while high-tech technology with better resources can be used in the
context of developed countries. The paper primarily focus around testing the above
hypothesis and to understanding the socio-technical determinants of building resilient
digital technologies to better manage the pandemics.

2 Review of Literature

2.1 Resilience

Resilience is a term that has been studied across numerous fields such as ecology, soci-
ology, engineering, public health, psychology, etc. The phrase ‘resilience’ comes from
the Latin root “resilire”, which refers to the ability to ‘bounce back’ from adversity as
well as ‘bounce forward’ to altered systems that can cope with changing circumstances
(Longstaff et al. 2013). The term “resilience” was used in ecology to characterize com-
plex natural systems that can absorb perturbations and yet maintain equilibrium, as well
as the speed at which equilibrium is reestablished (Rose 2017).
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Folke et al. (2010) propose a ‘resilience thinking’ process framework for complex
social–ecological systems (SES) that integrates resilience, adaptation, and transforma-
bility. The ability of the SES to evolve and adapt while staying within crucial thresholds
is referred to as resilience. The capacity to alter reactions to changing environmental
factors and internal processes is referred to as adaptability. Finally, transformability
refers to the ability to cross boundaries and embark on new development paths. Change
at lesser scales allows for greater resilience at significantly larger scales, while crises
provide windows of opportunity for uniqueness and invention.

Since the 2014 Ebola outbreaks in West Africa, discussions on resilience have dom-
inated health systems research, and the current COVID-19 pandemic has amplified this
trend (Haldane et al. 2017). As essential resilience-building initiatives, a WHO strategy
brief from 2020 emphasized the importance of efficient “information systems and flows”
as well as strong epidemiological surveillance (Thomas et al. 2020). The Lancet defines
resilient health systems as having the ability to plan for and respond to crises, sustain
normal fundamental operations when a crisis occurs, and reconfigure itself based on
lessons learned (Kruk et al. 2015).

As an ‘active process inside a dynamic health system that is continually navigating
problems by getting better’, resilience is an emergent property of Complex Adaptive
Systems (CAS), requiring adaptation, learning, and transformation (Barasa et al. 2017).
Blanchet et al. (2017) describe resilience as a health system’s ability to absorb, adapt,
and transform when subjected to stress while maintaining control over its structure and
functions, based on ecology and complexity research.

Many scholars define resilience in terms of traits or properties such as robustness,
redundancy, resourcefulness, and speed (Bruneau et al. 2003). An attribute-focused
approach, it is said, is too broad, undermining the concept’s analytical precision, and
labeling anything as “resilience” is redundant. Adaptive capacity, as proposed by Klein
et al. (2003), is an umbrella concept for resilience that includes difficulties outlined by
Bruneau et al (2003). Decreased vulnerability, flexibility, adaptability, agility, and self-
organization were all mentioned (Erol et al. 2010; Heeks and Ospina 2019). However,
the process of establishment of resilience of digital systems from a socio-technical per-
spective is still an under-researched area specially in the domain of the health sector. We
try to focus on exploring this dimension with three case studies from the Global North
and South.

3 Methods

For this article, we used a case study methodology since it allowed us to delve at the con-
text and dynamics of the phenomena – agile development of resilient digital technologies
in a pandemic situation – in three different countries. According to Darke et al. (1998),
such an approach is advantageous in emerging and less researched research areas, such
as the phenomena studied in this paper. According to Yin’s (2014) definition of a case
study, our method was an empirical investigation of a current occurrence in a real-life
setting.

To test the hypothesis we needed to select countries representing LMIC and devel-
oped settings. South Korea, Sri Lanka and Rwanda were selected based on convenience
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and access to conduct qualitative research during times of a pandemic by the authors. The
authors in general have had long-term academic and information system engagements in
the 3 countries involved with the case studies. Two of the authors were actively engaged
with the implementation process of the COVID-19 related digital health response in
Sri Lanka and Rwanda. According to Yin, the data collection methods in this case
were diverse, covering socio-technical methodologies. Some of the authors had per-
sonal anecdotes with system development efforts, which they shared in the form of
narratives.Memoswere also compiled fromobservationsmade during stakeholdermeet-
ings throughout the implementation of the digital solutions. Interviews were conducted
with key stakeholders at national and district level engaged with the implementations.
Secondary data sources included publications released by public health organizations,
materials presented at stakeholder meetings, and notes taken during informal discus-
sions with stakeholders. The data collection methods devised in the three countries are
summarized in the Table 1 below.

Table 1. Data collection methods used in the 3 settings

South Korea Sri Lanka Rwanda

Interviews
• Government Officer,
Ministry of Science and ICT

• Administrator, National
Information Society Agency

• ICT Developer
• Public Health expert in
academia

Interviews
• National level health and
ICT sector administrators

• National level system
implementers

• District level health
administrators

• District level system
implementers

• Field level system users

Interviews
• Key implementers and
administrators at national,
district levels and at
Rwanda Biomedical Centre

• System end users at
vaccination centres and
clinics, immigration at
airport

Document Analysis
• Government policy reports
• Press release
• Government’s website
• KCDC’s statistics

Meeting Notes
• Notes from high level policy
and system design meetings

Meeting Notes
• From high-level meetings
with national task force and
health administrators

• System design meetings

Observations
• Stakeholder engagement at
planning meetings

• End user training programs
• System use at field level

Observations
• Stakeholder meetings
related to policy and system
design

• Training programs
• End user engagement at
field level

Document Analysis
• Government policy
documents

• Government website with
official statistics

Document and data analysis
• Following the daily updates
of cases and vaccination
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Throughout the data analysis process, wewere continually communicating our expe-
riences and perspectives on the information we had acquired. The case story was then
jointly developed, and thematic analysis techniques were employed to identify patterns
appearing in the presentation of this study, as indicated by Braun et al. (2014).

4 Case Studies

We present the three cases and thereafter we compare and discuss their implications.

4.1 South Korea

4.1.1 Background

South Korea’s pandemic strategy, particularly during the early stages, has been lauded
by international organizations and the media (World Health Organization 2020). The
first patient confirmed as a case of COVID-19 was announced on January 20, 2020.
Korea was successfully able to control and mitigate the spread of the epidemic without
the need for a lockdown or restrictions on movement (Lee et al. 2020). The case of
Korea case provides several important policy implications and empirical evidences on
effective data governance and digital resilience. First of all, the government responded
to the COVID-19 pandemic in an agile and collaborative manner (Moon 2020). During
its response, various digital technologies were applied (Government of the Republic of
Korea 2020). Conducting an interpretive case study of Korea, Park et al. (2021) identify
key features of digital resilience including agility, plurality - enabled by active roles of
diverse stakeholders including citizens, research communities, and private sector.

4.1.2 Massive Applications of Digital Technologies

The utilization of various digital innovations including information systems, mobile
applications and medical devices was crucial in testing, tracing, and treatment. This
study particularly focuses on the use of ICTs in sharing information and improving
government’s response as well as in treatment of COVID-19. First, in order to enhance
government to government (G2G) and government to citizen (G2C) communications,
Ministry ofLandandTransportation (MOLIT)developed theSmartManagementSystem
(SMS) in collaboration with the Korea Disease Control and Prevention Agency (KDCA)
and the Ministry of Science & ICT (MSIT) (– (Ministry of Science & ICT - Republic
of Korea - Republic of Korea 2020). Since February 2020, sending emergency alerts
and messages via mobile phone text messages has been a promising communication
tool to rapidly disseminate information and promote preventive behavior among the
public during the pandemic outbreak in South Korea. The SMS collects big data, such as
mobile phone location, hot spot usage, CCTV recordings, and credit card usagewithin 10
min (Ministry of Health & Welfare: News & Welfare Services 2020). Second, artificial
Intelligence played an important role in supporting the diagnosis and treatment. AI
based medical imaging including x-ray and CT scan analysis devices were developed
to detect major lung abnormalities, and assist doctors in making quick diagnosis during
the pandemic (Ministry of Science & ICT - Republic of Korea 2020).
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4.1.3 Agility

Learning from the MERS outbreak, the government had significantly ramped up its
testing capacity drawing upon all available resources and supported by advanced ICTs
to geo-locate positive cases (Moon 2020; Park et al. 2020). The government enacted a
policy on emergency use authorizationwhich enabled the use of pre-approved diagnostic
kits in conditions of emergency. The agility was built by the use of multiple apps for
different purposes, each built through multiple actors and partnerships. Different forms
of learnings contributed to providing the basis for agility in both target and object system
responses, which were socio-technical in nature (Amarakoon et al. 2020).

Regarding the institutional change in governance, it is also notable that each local
government established a Local Disaster and SafetyManagementHeadquarters to secure
the capacity of healthcare services and beds (Ministry of Foreign Affairs- Republic of
Korea 2020). The government established drive-thru and walk-thru screening stations
by late February which shortened testing time and scaled testing capacity nationally,
without putting health workers at risk (Lee and Lee 2020; Ministry of Health &Welfare
2020; Moon 2020). Tests lasted 10 min on average, per person, whereas previous tests
and registration lasted 30min (Ministry of Health andWelfare 2020). Korea was capable
of conducting over 23,000 diagnostic tests free of charge per day.

4.1.4 Citizens’ Participation

Although using ICTs for sharing information is not new in the crisis, citizen generated
applications of the Korea case is quite unique. A couple of notable geographic infor-
mation system (GIS)-based applications and websites developed by citizens aimed to
support people access and share information on COVID-19 and masks. Among them,
‘Corona Map’ attracted many users as supplementary sources for information. After the
first outbreak in Korea in 2020, the KDCA published the trajectory history of patients on
its website. After 10 days of the first case, a college student developed ‘Corona Map’, a
web-based map services that visualizes COVID-19 patients’ travel history. The service
hit 2.4 million views on its first day and attracted a large number of users. Later, he
information on the map was also found on the website provided by KDCA. In addition,
the developer and other civil society leaders were invited to engage with shaping process
of government policy. In order to tackle concerns over privacy and human rights, the
government worked together with civil society and tried to set up policy balancing public
health needs and human right issues. Although the service gradually lost its attention, it
served as one of the agile information providing channels during the pandemic. Under-
standing citizens’ participation and how this transforms knowledge, and social norms is
crucial for analyzing the effective response to the pandemic. Citizen participation can
provide alternative way of information sharing and suggest implications for the data
governance policy in public health crisis.

4.1.5 Public-Private Partnerships (PPP)

PPP were effectively leveraged to support different interventions in an agile manner. A
key intervention was the Epidemic Investigation Support System (EISS), which enabled
information sharing between government authorities and private sector including credit
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card companies and mobile network operators. Park et al. (Park et al. 2020) state that
about 2,000 daily cases were tracked by mobile tracking applications, which reduced
the time of epidemiological investigation to 10 min, using information based on latitude
and longitude, as well as of visit duration (Park et al. 2020; You 2020). In addition, the
government collaborated with private sector in the making of COVID-19 treatments and
vaccines. In order to widely implement the diagnostic method, the KDCA collaborated
with the biotech industry. Ministry of Food and Drug Safety (MFDS) approved the fast
review for six diagnostic companies including Seegene, Kogene Biotech, SolGent, SD
Biosensor, Bioseum and Biocore) and granted emergency use authorization for COVID-
19 detection kits (MFDS 2020). Later, the number of exports of these test kit as well as
export destinations including Vietnam, the US, Italy, and Spain increased rapidly. The
total value of the Korean-developed test kits exported has grown to exceed 250 million
USD as of January 2022 (Statista 2022).

In April 2021, the KDCA announced the launch of COOV (Corona Overcome), an
electronic vaccination certificate for COVID-19 vaccines. With the PPP between KDCA
and Blockchain Labs Inc. a decentralized identifier (DID), a blockchain-based identi-
fication technology was applied to prevent forgery and falsification of the COVID-19
electronic vaccination certificate and to confirm its authenticity (COOV 2021)1. Citizens
were able to reserve vaccinations through social media such as Naver and Kakao appli-
cations as well. Another key aspect of the context relevant for the COVID-19 response
was the government’s investment in research and development in science, technology
and innovation (Park 2022). The government, collaborating with private sectors, was
able to effectively respond to the pandemic by investing in technology and facilitating
diverse stakeholders’ engagement.

4.2 Sri Lanka

4.2.1 Background

TheCOVID-19 pandemic that emerged inChina inDecember 2019 rapidly spread across
several countries in the Southeast Asia in first two months of the year 2020. Sri Lanka,
being a country that heavily depends on tourism was at risk of COVID-19 in early 2020
due high number of incoming tourists especially fromChina. Controlling the COVID-19
required rapid detection and action bymultiple stakeholders led by the health sector. The
country lacked a digital information system for such surveillance activities which was
typically present in most of the developed countries. Establishing such a system in the
light of a pandemic in the context of a low and middle-income country was challenging.
However, the Ministry of Health together with the multisector stakeholders were able to
establish a digital surveillance system for COVID-19 in a short span of time backed by
open-source solutions, existing country capacity and governance mechanisms.

4.2.2 Agility in Design and Implementation

In January 2020 the Ministry of Health had a crucial meeting to decide on the technical
aspects of designing a digital surveillance system. It was identified that the development

1 COOV System, Apr. 2022, [online] Available: https://en.coov.kr.

https://en.coov.kr
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of the system had to be rapid and subjected to frequent changes following the imple-
mentation due to poor understanding of the requirements of a pandemic surveillance
system at that time. The existing capacity of the country as well as training requirements
were also considered. Having analyzed these requirements the ministry decided to use
the free and open source health management information platform DHIS2 to design the
backbone of the surveillance system. The country already had capacity and experience
in using this platform for aggregate and case-based data collection in multiple use cases
in the domain of health. In addition, medical officers of health informatics were the key
human resources backing the implementation of this platform at national and district
level. The first module of the platform was aimed at fulfilling requirements at ports of
entry to track tourists for COVID-19 once they arrive in the country. This module was
designed and implemented by end of January 2020, one day before the country reported
its first COVID-19 confirmed case. The core team driving the design and implementa-
tion consisted of HISP Sri Lanka, the local node of the global HISP (Health Information
Systems Program) network driving the implementation of DHIS2, health informaticians
from theMinistry of health as well as the ICT agency of Sri Lanka. The teamwas quickly
able to customize the DHIS2 platform for the changing epidemiological requirements
of the country. Within a period of three months, the team was able to incorporate data
modules into the system to cover the requirements around quarantine, case registration
and tracking, contact tracing, community surveillance, laboratory data collection and
ICU bed monitoring. In the meantime, when inbuilt features of DHIS2 was not suffi-
cient to serve the requirements, the national core team worked with the ICT agency to
organize a hackathon to find volunteer developers to design web apps that ran on top of
the DHIS2 platform. Contact mapping visualization, ICU bed monitoring and contact
tracing using mobile tower location are examples of the applications developed from
the hackathon. The drive for customization and implementation continued in the third
quarter of 2020 even though the disease burden was much less. The continuing efforts
helped the country to develop a steady response to strengthen laboratory monitoring
and integration of community testing platforms in the second wave of COVID-19 in
fourth quarter of 2020. The team was able to integrate a laboratory information system
to the central DHIS2 platform for COVID-19 to establish an integrated ecosystem of
COVID-19 digital systems. The platform expanded further in 2021 with the addition
of the immunization module with preregistration of the entire adult population of Sri
Lanka (close to 19 million). The module, which was rapidly developed, was ready to
be used on the first day the COVID vaccination campaign was launched in Sri Lanka.
The vaccination module was expanded further in mid-2021 with the inclusion of a com-
ponent to produce cryptographically verifiable digital vaccination certificates. The team
with the support of ICT Agency, implemented the global digital public goods platform,
DIVOC, for generating certificates and integrated it with the vaccination module of the
DHIS2. The integrated solution provided a robust digital system to capture and visual-
ization COVID vaccination information to track the rapid vaccination program as well
to produce digital vaccination certificates for citizens for travel purposes.
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4.2.3 Local Capacity and Multisector Engagement

The COVID-19 surveillance system was an advanced implementation of DHIS2 which
had customised DHIS2 components, custom-made web applications as well as integra-
tions with government-owned systems and third-party solutions making it a robust infor-
mation ecosystemwithmultisector collaboration. The salient featureswhich enabled this
ecosystem was the agile and dedicated collaboration between the ministry of health, the
government stakeholders, private sector as well as international networks backed by the
governance and leadership of theCOVID-19 steering committee headed by the president.
The long-term capacity building in health informatics by the country was a key driver
in designing and implementing the system within the resources of the ministry. The
major impact brought about by the system was the availability of up-to-date dashboards
customized to the role of the user, which provided decision-makers the information to
take proper actions.

The solution developed in Sri Lanka was not nurtured solely with in-country
resources. There was constant communication with the open source DHIS2 commu-
nity and the experts at the University of Oslo, Norway that facilitated rapid development
and implementation. The experience in Sri Lanka and the metadata that was developed
was shared with the DHIS2 community and the University of Oslo which was further
developed and released as a generic metadata package. This package has facilitated
more than 50 countries in adopting DHIS2-based solutions for COVID-19 surveillance.
The feedback received from the DHIS2 community further contributed to enhancing the
products that were developed in Sri Lanka such as the contact tracing web application.

Information Systems implementations in Sri Lanka were traditionally involved with
extensive training programs that were conducted at the district level. However, COVID-
19 related restrictions brought about major challenges in conducting physical training
programs. The country quickly adopted video conferencing platforms coupled with
simple user guides and instant messaging support groups as solutions for facilitating
training and the provision of support. Quite surprisingly, the health care workers rapidly
responded to the change brought about by new technologies and adopted the platform.

ICT infrastructure that was required for data collection at different levels of institutes
including hospitals, laboratories, community centers, quarantine centers as well as ports
of entry was a constant challenge for scaling up the implementation. In addition, the
constant requirement for integration with the existing and emerging information systems
was a challenge that the core team successfully managed. Prioritization of requirements
and managing the existing administrative and hierarchical establishments has been one
of the toughest challenges in implementation.

4.3 Rwanda

4.3.1 Adapting Global Solutions to Local Context

Sharing solutions and experience from the Sri Lanka case through the DHIS2 global
network, Rwanda also embarked on a process to develop a digital health response to
COVID-19 using the DHIS2 platform. From March 2020, the Rwanda DHIS2 team
implemented a case surveillance and contact tracing system, using software developed
through the Sri Lanka initiative and enhanced through global collaboration, and included
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in the newWHOdigital health packages (Poppe et al. 2021). These open-source packages
consist of health program specific standardizedmetadata sets that can be downloaded and
installed in DHIS2. The Rwandan Ministry of Health reported that they saved consider-
able time by downloading the WHO metadata and then adding additional data variables
they already used in their paper based reporting, and which were not part of the standard
package:

“We saved time by not having to argue too much with multiple stakeholders on
what data to include or not, since the standards were recommended by WHO and
it was easy to include additional needed data variables.”

Rwanda Ministry of Health (MoH) Team Member

The lab systemwork-process, from taking the sample, transporting to the lab, and the
dissemination of results, however, turned out to be the biggest bottleneck. Turnaround
times of up to one week made real time surveillance impossible. The MoH team then
embarked on a full revamp of the lab system at the Rwanda Biomedical Centre, reducing
and optimizing the work-processes, deploying Android tablet computers for end users,
installingworkstations in the labs, and establishing a public portal for booking aCOVID-
19 test, online payment, and checking of results. The entire system was based on the
Open Source DHIS2 platform.

When vaccination becamepossible inMarch 2021, theMoH team started to develop a
vaccination support module in the DHIS2 linked to the lab module with the same unique
identifier. There were initially several competing systems suggested by development
partners and one of these was first selected as the COVID-19 vaccination system. With
developers based in the US and with little local knowledge, this “development from
a distance” approach, however, failed to respond to the needs of the MoH and the
evolving requirements of the COVID-19 vaccination campaign, such as the need for
QR coded certificates and interoperability with the lab system. Given this development
and the positive results from the implementation of the DHIS2 lab system, the MoH
selected the DHIS2 platform for COVID-19 vaccination support and later decided that
all Covid related systems should be based on the DHIS2 platform. The need for local
ownership, control and experience of the technology were seen as key reasons leading
to this decision.

4.3.2 Expansion of Solutions

An entire ecosystem of COVID related apps, modules and services has now been devel-
oped and are currently in operation for such tasks as: tracking of cross-border trucks
and drivers, QR coded certificates, self-registration for travelers to Rwanda for their
health declaration, uploading of documents, payment for rapid test at arrival, and for
SMS text messaging of results. The vaccination campaign targeted the adult population
of approximately 7.5 million people and had reached 7 million doses by mid-November,
2021. Several vaccines were used, including: Pfizer, Moderna, Johnson & Johnson, and
Sputnik, with the majority requiring two doses.

During one week in November, 1 million doses were given, providing pressure on
server and team, as the approach of using real-time online registration of vaccination,
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meant that if the server was down, users had to change their work process and keep notes
on paper, which is complicated because each dose is to be linked to a unique identifier.
Response time was critical, and the global DHIS2 open-source network was engaged
in supporting the Rwanda team in addressing server bottlenecks, such as to terminate
processes lasting more than one minute, and removing the autocomplete function on
search fields which can create high server loads.

The Rwanda DHIS2 team has provided an effective and agile information and dig-
ital response to the pandemic and thereby contributed greatly to the resilience of the
Rwanda health system and society during the COVID-19 pandemic (see rbc.gov.rw for
daily updated data on cases and vaccination). The open-source capacity and quality of
the DHIS2 platform have been a prerequisite for building capacity in developing and
mastering systems in the Rwanda team as well as for establishing a reciprocal collabo-
rative global network for sharing digital solutions, best practices, support and learning.
The platform aspects of the DHIS2 have also been important in building a plurality of
apps needed for responding to the pandemic on top of the DHIS2 and interacting through
the open API.

5 Discussion

The case studies reveal that the selected countries used slightly different methods in
deploying digital technologies based on availability of resources and country strategies.
The success of digital tools in controlling the pandemic in the 3 settings have been
documented in several publications. Rwanda’s success during the pandemic, especially
in COVID-19 vaccination has been highlighted as a lesson for the entire Africa and use of
digital tools has been attributed as a key determinant of the success (Vaccinating Africa:
What Governments Can Learn From Rwanda’s Effective Rollout | Institute for Global
Change, n.d.). Sri Lanka’s COVID-19 control and vaccination has been highlighted as
extremely efficient in the South Asian region and this was driven by several digital tools
acting in synergy (WHO Dialogues: Sri Lanka Shares Digital Innovations Made during
Pandemic - Sri Lanka | ReliefWeb, n.d.). World bank spotlights effective use of digital
tools in Korea as an example other countries can learn from (Learning from Korea’s
Digital Response to COVID-19: Details on Public Health Measures through Open Data
and the Contact Tracing System (English) | World Bank Group, n.d.).

The case studies from the 3 countries depicts that an efficient digital response at a
pandemic situation requires plurality of factors whether it be a LMIC like Sri Lanka
or Rwanda, or a developed country like South Korea. The analysis of the case studies
enabled us to identify 3 broader themes based on which we could prove the hypothesis
and identify the enabling factors for digital resilience. We discuss the case studies along
the following perspectives; agility, flexible use of digital technologies and networks; and
optimum use of local capacity.

5.1 Agility of Response

COVID-19 surfaced in the world in a completely unexpected manner in the late 2019.
Countries had to prepare for the adversities imposed by the pandemic, the livelihood
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and the economy of the people. In the preparation for the pandemic information plays a
pivotal role and the countries had to decide on best use of information in an agile manner
amidst the uncertainties caused by the pandemic. The case study from Korea depicts
how the country built upon the experiences and preparations from the MERS epidemic
and deployed its resources in ramping up testing, developing and deploying multiple
apps by the government as well as partnerships with the private sector stakeholders.
This highlights the agility of response in the early phase of pandemic which could be
attributed to the application of learnings from the previous pandemics and adoption and
implementation of the policies in a high resource, developed country context.

However, the case studies from Sri Lanka and Rwanda reveal that these countries
did not have prior preparation, governance or policies to deploy digital technologies to
monitor and manage the limited resources in times of a pandemic. However, while it
is generally expected that such countries in the Global South with low resources and
poor governance would collapse in the context of a pandemic, we observe the agility
in decision-making, governance of information management as well as engagement
with the stakeholders observed in the early phase of the pandemic. Sri Lanka set up a
steering committee to engage with different ministries and the private sector to deploy
the available resources to design a variety of apps on an open source platform and
deployed across the countries. Rwanda materialized on learnings from deployments in
other countries such as Sri Lanka and adopting the solutions which better suited the
country context within short span of time. The swift response observed in these two case
studies highlights how countries with limited resources could build resilient informatics
solutions to manage the pandemic to a satisfactory level as well as contribute these
learnings to sustain routine information systems.

5.2 Flexible Use of Digital Technologies and Networking

South Korea spearheaded development of digital technologies to manage COVID 19
related information based on state of the art technologies adhering to robust privacy
standards. These enabled the country to design and implement the systems in the early
pandemic which was also supported by extensive public private partnerships and citizen
driven approaches. However, this is contrasting with the LMIC context of Sri Lanka
and Rwanda which did not possess the technologies or the resources to build solutions
that can be designed from the scratch. Instead, they built on their own solution on the
widely established open-source platformDHIS2whichwas robust and flexible enough to
cater the changing requirements around COVID-19. The platform supported customiza-
tion using the front-end tools and development of web applications and integrations to
serve additional requirements. The knowledge sharing and integral connectivity of these
countries with the global open-source community made it possible to leverage lack of
in country expertise by connecting with a pool of experts from around the globe. Thus,
use of flexible open source digital platforms and networking with the global commu-
nities supported these countries to rapidly develop and implement digital solutions for
COVID-19 at the same pace of that of developed countries such as South Korea.

The COVID-19 DHIS2 contact tracing tool of Sri Lanka, which is utilized by numer-
ous countries, is a prime example of a product of hackathon, which is a classic example
of agile software development process (Alkema et al. 2017). Kruk et al. (2015) define
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health system resilience as the ability to both effectively respond to crises and retain fun-
damental functioning when a crisis occurs, based on lessons learned from Ebola. When
the pandemic struck, we faced similar issues in stabilizing and maintaining normal sys-
tems (‘bouncing back’), as well as developing new digital capabilities to respond to the
pandemic (‘bouncing forward’). While South Korea displayed its bouncing back and
bouncing forward characteristics of use of digital technologies from the lessons learned
from previousMERS epidemic, the use of technologies in Sri Lanka and Rwanda reveals
how they used frugal digital technologies to efficiently manage the pandemic while they
also helped continue the routine information systems at level of pre-pandemic status.

5.3 Optimum Use of Local Capacity

Folke et al. (2010) define resilience as a capability that evolves through time as a result
of establishing readiness, using it, and evolving it to produce transformability potential.
Resilience and adaptability, which they consider to be part of resilience, as well as
transformability, reflect many sorts of capacities that emerge over time, frequently in
response to external events such as the COVID-19 pandemic.

The case studies from both Global North and South reveals that the optimum use of
local capacitywas a keydeterminant of successful implementation of digital technologies
for COVID-19. South Korea utilized its existing knowledge and resources in technology
for development of the digital solutions. In addition, the citizens and the academia were
actively involved in designing as well as contributing in testing and deployment of
the solutions. The government was keen to provide sufficient resources for the private
sector to develop technologies and conduct research. Research and development was a
key focus on the governments’ involvement in providing support for digital interventions
for COVID-19.

In the context of Sri Lanka, its leveraged on long-term capacity building in health
informatics in the government sector for leading the development of solutions with the
contribution of other stakeholders in the government as well as the private sector. The
health informatics is produced from the long-term capacity building efforts were also the
key resources driving the implementation is at the district level. In the case of Rwanda,
the local HISP team which was instrumental in implementing digital solutions in the
health sector led to the interventions which was closely connected to the global open-
source community. Therefore, the LMICs mostly utilized their human resources and
long-term capacity building in open-source solutions and support networks in achieving
resilience in building and implementing digital solutions.

6 Conclusion

The three cases show that resilient digital pandemic responses will rely on a plurality
of solutions, and on agility, flexibility and capacity in producing these solutions. While
South Korea was able to provide an effective digital pandemic response by mobiliz-
ing its industrial, technological and economic base through a public-private partner-
ship, Rwanda and Sri Lanka were able to provide a similarly resilient digital pandemic
response through an open-source platform approach combined with in-country capacity
and global networking to enable a plurality of apps and solutions.
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Abstract. This article unveils existing gaps in the use of digital technologies
and local languages in the context of official COVID-19 pandemic communica-
tion strategies in Uganda. It entails an analysis of a purposively drawn sample of
official COVID-19 communication from the Ministry of Health through its web-
site, notably in English and translations into few native Ugandan languages, to
argue for the need for a more diverse and inclusive language strategy in pandemic
containment and prevention communication strategy. Interviews were also held
with a convenient sample of Ugandans from diverse ethnolinguistic and socio-
demographic backgrounds to explore the way in which social distancing, a dom-
inant strategy used in COVID-19 infection prevention control was understood
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such as social distancing and the use of sanitizers amongst a linguistically and
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1 Introduction

The COVID-19 is the infectious disease caused by the most recently discovered coro-
navirus. According to the World Health Organization (WHO) (2020), this new virus
and its pathological characteristics were unknown before the outbreak began in Wuhan,
China, in December 2019. COVID-19 pandemic has affected all countries in the world,
with severe impacts on society, particularly vulnerable communities and overwhelmed
healthcare systems. The pandemic has caused widespread social and economic disrup-
tion and dramatic re-shaping of the world. Recent studies have shown that in the absence
of reliable vaccines, acute shortage of essential supplies, including personal protective
equipment, diagnostics, and medical products, social distancing, hand washing, mask-
wearing, and disinfecting are the only feasible approaches to fight against this pandemic
in order to reduce viral transmission (Huremović 2019).

Globally, there have been combined efforts to fight the COVID-19 pandemic through
preventive measures such as country border closures, national lockdowns, and schools’
closures among other examples. In Uganda, similar measures have been implemented,
including placing infected individuals in isolation or those potentially exposed but
asymptotic (e.g. returnees and travelers from other countries) in quarantine, closure
of the international airport, non-food shops, places of worship, workplaces, schools,
cancellations of mass gatherings, lobbying for donations and increased awareness cam-
paigns through special COVID-19 messages, advertisements (hereafter, adverts) and
songs (ibid). However, each of those measures comes with complex legal, ethical, logis-
tical, linguistic and cultural challenges, but also mental health challenges associated
with isolation and uncertainty (ibid). For instance, in Uganda, where over 70% of the
population is informally employed (Uganda Bureau of Statistics, UBOS, 2014), there
has been a negative collective reaction to some of the COVID-19 guidelines by the
informal traders in downtown Kampala whose livelihoods depend on daily transactions
with their customers. The situation is exacerbated in the informal settlements or slums,
which are defined as “contiguous settlement(s) where the inhabitants are characterized
as having inadequate housing and basic services, [settlements which are] often not rec-
ognized and addressed by public authorities as an integral part of the city” (UN Habitat,
2003, p. 10). In slum areas of Kampala, strategies such as social distancing, one of the
non-pharmaceutical measures of combating the spread of COVID19 is simply impos-
sible to operationalize due to overcrowding which is an inherent characteristic of such
settlements (Richmond et al. 2018).
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The extant literature underscores the significance of communication and the need
for best practice in emerging infectious diseases that represent risks and crisis to public
health (e.g. Covello 2003; Reynolds and Seeger 2005; Holmes et al. 2009). Various best-
practicemodels have developed as a result of the previous pandemics such as the anthrax,
sudden acute respiratory syndrome (SARS) and the Avian flu among others, for example
Covello’s (2003) seven-point checklist of best practices that should be included in any
public health risk and crisis communication plan or thewell-known crisis and emergency
risk communication (CERC) model proposed by Reynolds and Seeger (2005).

However, one of the emerging complications of the COVID-19 pandemic is that
linguistically and culturally diverse peoples have inadequate information about how to
keep themselves and their communities safe and secure or indeed the seriousness of the
pandemic (WHO 2021). Following the WHO global response plans for COVID-19, it
identified risk communication and community engagement as a priority. Consequently,
all those with responsibility to the public are requested to communicate effectively with
communities, counter misinformation, andmake sure people can hold them accountable.
According to Uganda’s constitution of 1995, there are 65 known indigenous languages
in Uganda with varying numbers of native speakers. In order to promote knowledge
to operationalize epidemic mitigation mechanisms, as evidenced in the current fight
against COVID-19, it is imperative to develop an effective COVID-19 communication
strategy that covers most if not all indigenous Ugandan languages. The UBOS (2016)
indicates that Uganda’s population is made up of different ethnic groups with varying
unique customs and norms which play a major role in shaping behaviour and ways of
life of the people in the country. Besides, several externally displaced persons (refugees)
have settled in Uganda, in addition to those who have come to live in the country
voluntarily due to business, charity or religious and other non-conflict related reasons.
These foreign residents also speak diverse languages from their countries of origin,
notably from Rwanda, Sudan, Congo DRC, Somalia, Burundi, South Africa, Malawi,
Zambia, Kenya, Tanzania, Cameroon, Ethiopia, Eritrea, Tunisia, Morocco, Lebanon,
India, China, Turkey and Europe, to mention but a few examples. Our analysis of the
mass media campaigns and advertising, the guidelines, the Radio and Television Talk
shows about COVID-19 pandemic show that majority of the local and foreign languages,
as well as braille and sign languages are silent (in other words less used).
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An ethnolinguistic map of Uganda

The magnitude of the language challenge is undisputable. According to the WHO
(2020), the COVID-19 pandemic continues to evolve rapidly and this heightens the
need for accurate, trusted information adapted to changing scenarios. This is even more
important in the context of the lessons learnt in Liberia and Sierra Leone, during the 2014
Ebola outbreak, during which more women died partly because they had less access to
accurate information about the virus in their own languages.

Languages aside, research has shown that in some countries, the digital platforms
(DP) have contributed tremendously in keeping citizens informed (Jiang and Ryan
2020).The DPs have enabled public participation and/or offered open data and digi-
tal applications to enable public participation. In Uganda, if someone wants to obtain
updated information about COVID-19 crisis, the Ministry of Health (MoH) Website
stores such information on its website and social media (twitter and Facebook) pages
but this is generally in English language. Little effort has been put in place to translate the
COVID-19 campaign documents into the different local languages or the non-Ugandan
languages. Every public entity ranging from telecommunication companies, hospitals,
banks, markets, local government offices, public places, transport services, post offices,
academic institutions etc., have adverts mainly in English or in Luganda yet it is a
known fact that Uganda as a country has more than 60 languages (The Constitution of
Uganda 1995 amended in 2005).We explore these anecdotes in public understanding,
construction and (mis)interpretation of COVID-19 official messages through interviews
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held with a convenient sample of Ugandans speaking various languages, from diverse
socio-economic backgrounds. We also conducted a discursive thematic analysis of offi-
cial COVID-19 information disseminated by the Uganda’s Ministry of Health and the
Presidential taskforce leading the fight against the pandemic. The aim is to unveil the
gaps in the official COVID-19 pandemic control strategies which highlight challenges in
communicating emergency and crisis information in linguistically and digitally diverse
societies such as Uganda’s.

2 Literature Review

Communication lies at the ‘heart of public health and plays a pivotal role in promoting
core public health objectives including disease prevention, health promotion and quality
of life (Badr 2009). In addition to this, trusted channels of communication play a critical
role in meeting information needs. Research has shown that while the Coronavirus
continues to ravage the world, there is growing concern that critical messages about the
disease that are disseminated by health authorities and broadcasters are not reaching the
vulnerable population (BBC Future, n.d.).

There is also growing concern that criticalmessages about the disease that are dissem-
inated by telecom companies are not reaching persons with visual and hearing impair-
ments. The role of languages in communication has been described insightfully by Neil
Pakenham-Walsh, who wrote in a letter to The Lancet, that scientific health research is
often presented in English, a language spoken by approaximely 5% of the world pop-
ulation and where “the considerable burden of translation is left to people with little
access to professional language support or reliable machine translation tools” (2018,
p. e1282). This echoes the Ugandan experience in which the majority of COVID-19
guidelines published in English, represent a potential disadvantage to speakers of other
languages spoken in a country that is linguistically diverse. Similar observations were
made by Salman Waqar, an academic GP registrar at the University of Oxford and
the general secretary of the British Islamic Medical Association, who averred in 2020,
that much of the initial public health guidance around Covid-19 has been in dominant
languages, potentially bypassing those less able to understand such language particu-
larly at grassroots (BBC Future, n.d.). However, as recommended by the OECD, in the
short term, public communication and transparency are needed to reinforce compliance
with emergency measures and fight disinformation. In addition, inclusive participation
is fundamental to the creation of a sustainable, socially cohesive society (OECD 2012).

Therefore, in suchpandemics, communication is a critical component of helping indi-
viduals prepare for, respond to, and recover from emergencies. Effective communication
can help to prevent crisis from developing (WHO 2020). By definition, communication
is about “building relationships with others, listening and understanding them, and con-
veying thoughts and messages clearly and congruently; expressing things coherently
and simply, in ways that others can understand, and showing genuine knowledge, inter-
est and concern; bringing these aspects together to make change happen” (Government
Information and Communication Service website 2018).The crisis and emergency risk
communication (CERC) field is defined by the Centers for Disease Control and Pre-
vention (CDC) as, “an effort by experts to provide information to allow an individual,
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stakeholder, or an entire community to make the best possible decisions about their well-
being within nearly impossible time constraints and help people ultimately to accept the
imperfect nature of choices during the crisis” (CDC 2002, p. 6).

In order to create public awareness about the pandemic, African governments are
using mass media, notably radio and television, as well as ICT, particularly social media
and mobile telephone platforms (Mobile phone data and COVID-19). This approach
is broadly consistent with the emerging scholarly research on the role of social media
in global crisis communication in which five main potential roles of social media have
been synthesized from the extant literature (Eriksson 2018). Specifically, Eriksson found
that ‘effective crisis communication is associated with using social media’s potential to
create dialogue and to choose the right message, source and timing; performing pre-
crisis work and developing an understanding of social media logic; using social media
monitoring; and continuing to prioritize traditional media in crisis situations [as well as
simply] using social media in its own right during crises’ (2018, p. 540).

In Uganda, with 42 million people (UBOS 2020) in lockdown and mostly confined
in their homes, ICTs are becoming a necessity, as they represent one of the main ways
to communicate and access information and services, but also one of the only remaining
vectors for social interactions during the national lockdowns and periods of compul-
sory confinement (ibid). The present article maintains that in the current COVID-19
crisis, much as ICTs are helping to reach wider audiences globally, Uganda, like other
Sub-Saharan African countries, still faces several challenges which directly or indirectly
affect communication about COVID-19 pandemic. For instance, the 2019 communica-
tion sector report by the Uganda Communications Commission (UCC) shows that the
country’s internet penetration stands at 37.9% with over 23 million internet users, who
mostly use mobile phones. According to the same report, mobile internet subscription
stood at between 14.3 to 15.2 million persons out of the 42 million Ugandans. At the
same time, about 1.1million to 1.4millionUgandans have actively subscribed to pay-TV
services. This clearly shows the digital gap as of 2020, given that a large proportion of
the population (estimated at 62–96%) does not have access to the internet or pay-TV.

As mentioned earlier, some of the most vulnerable people such as the majority living
in rural communities, people living with disability, those who are elderly, homeless, or
recent immigrants/refugees, are the most difficult to reach if ICTS serve as the main
instrument of communication (Lee et al. 2008). This implies there is an ethical responsi-
bility to ensure social media platforms such as WhatsApp, Twitter and Facebook among
others are augmented with equivalent options, or the most vulnerable will face further
inequalities in communication of COVID-19 information and hence miss out on essen-
tial, life-saving messages from the Ministry of Health, an information void that could
be filled with mis or disinformation (e.g. Vijaykumar et al. 2021). Equally, the few
local languages in use and sign languages seem to promote knowledge to operationalise
pandemic mitigation mechanisms.

As evidenced in the current fight against COVID-19, arguably, languages have
become an asset in dealing with pandemics, peace and security issues within the region.
A recent research finding in the area of challenges of translating and disseminating
HIV/AIDS messages in a multilingual and multicultural nation: the case of Uganda
indicates that among these challenges is the question of translating HIV/AIDS materials
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in the absence of a standardized terminology and disseminating them inmultilingual and
multicultural communities. Recent surveys have also shown that Refugee communities
still lack the basics in the fight against the spread of the Coronavirus, especially the infor-
mation component (see World Vision 2020). In the same vein, according to Ugandan
newspaper, theDailyMonitor (April 2020),with limited access to radio, television, news-
papers, the internet and the impediment of language barrier, sharing vital information
in the refugee settlements remains a big challenge. Therefore, a regular communication
with the public and at-risk populations is one of the most important steps to help prevent
infections, save lives and minimize adverse outcomes (World Vision Uganda, UNICEF
2020). Information must be provided in multiple formats and local languages to address
the barriers which older people often face, related to literacy, language and disability.
In such cases, the use of door to door awareness drives across all the villages in the set-
tlements, using mobile public address systems and megaphones is indispensable (ibid).
Since COVID-19 has been declared a global health emergency, trusted, clear and effec-
tive communication and engagement approaches are critical to ensure that fear, panic
and rumors do not undermine response efforts and lead to COVID-19 spreading to the
vulnerable communities.

Research has advised that Communication lies at the “heart of public health” and
plays a pivotal role in promoting core public health objectives including disease pre-
vention, health promotion and quality of life (see Covello 2003; Holmes et al. 2009).
Undeniably speaking, Uganda’s MOH and national COVID-19 taskforce would do well
to employ a multi-faceted approach to its public health communication as a measure to
improving communication for vulnerable communities in Uganda through their different
indigenous languages used on mass media, flyers, brochures the internet.

By and large, language is the primary issue in times of crisis, Betsch (2020) argues
that in the current absence of medical treatment and vaccination, the unfolding COVID-
19 pandemic can only be brought under control by massive and rapid behaviour change.
In this regard, what is more important than being able to communicate with its mul-
tilingual and multicultural citizens in their language in order to inform them about:
what Coronavirus is, where it comes from, how it spreads, who is most at risk, what
it’s signs and symptoms are and what is the difference between coronavirus and com-
mon flu. (https://communityengagementhub.org/what-we-do/novel-coronavirus/) Fur-
thermore, what could be more crucial than giving the local communities instructions to
follow, reassuring and reminding them that all together we will overcome the pandemic
(ibid). How crucial is it to include the marginalized and vulnerable people in the know of
COVID -19 (ibid) How then can the citizens be informed about the pandemic and above
all about the preventive measures (covid-19-response-bulletin-ethiopia-3) if majority do
not get the correct scientific information about the pandemic due to limitations in lan-
guage and technological mediums used to convey such messages? Framed in this way, it
is reasonable to argue that local languages, incontestably promote comprehension, and
increase appreciation of the prevailing environment around a given community (2004
Tony Reed report). The argument here is that local languages are a tool for socialization
that helps to shape people’s understanding of their environment, identifies and the role
they play within it. In the light of the latter, COVID-19 pandemic becomes more than
a health issue. The pandemic in Uganda will not be just a crisis of public health or the

https://communityengagementhub.org/what-we-do/novel-coronavirus/
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economy. It risks becoming a language and digital emergency that threatens the access
of, the understanding and interpretation of information about COVID-19 across all the
135 districts of Uganda.As documented by the IHR (2005), Uganda needs to recog-
nize risk communication as a critical pillar for developing national core capacity during
emerging infectious diseases and other IHR (2005) related events.

3 Methodology

3.1 Participants and Data Sources

Data for this study were collected using secondary analysis of a purposively drawn
sample of official COVID-19 communication from the Ministry of Health, Office of
the Prime Minister and the Presidential Address as well as directives to the country. In
addition, data was also gathered and reviewed from print media, websites, and social
media in Uganda to understand the type of information that is circulating, and the pos-
sible impact this may have on the knowledge, attitudes, beliefs, and cultural practices,
particularly those likely to be from rural or vulnerable communities.

The focus on official communication was justified on the basis that they were deliv-
ered to Ugandans using one or more of the mass media and social media platforms such
as the national and pay-TV channels, Ugandan daily newspapers (print media), Ministry
websites and twitter among others as described in the previous two sections. The purpose
of the secondary analysis is to highlight the gaps in such official communication which
is released in English with limited translations into the various languages spoken in
Uganda and to show the implications in terms of inclusiveness in a country with diverse
linguistic and digital characteristics.

Telephone interviews were also conducted with a total of 50 Ugandans from various
socio-economic backgrounds, who speak diverse local [and specialist] languages consti-
tuted the Sampling Frame. The aim of the interviews was to understand how participants
make sense out of social distancing, which is one of the main public health strategies
employed to minimise the spread of COVID-19 in Uganda. We focused on social dis-
tancing because it is one of the most difficult strategies to employ in a communitarian
society where the cultural norms cherish social cohesion with people living together, and
in some cases reinforced by socio-economic challenges arising from poverty as seen in
informal settlements (slums) in urban areas.

3.2 Procedures

Participants were asked four open-ended questions about the languages they spoke, their
knowledge of English, the meaning of ‘social distancing’ and what, if any cultural or
other lens they use to make sense of ‘social distancing’ as seen here below in Table 1.

The interviewswere not designed for an objective assessment or evaluation of partici-
pants experiences in asmuch as aiming to elicit their distinctive individual understanding
and sense making of social distancing, the most common social COVID-19 containment
strategy (cf. Holmes et al. 2009). As mentioned above, the linguistic diversity in Uganda
meant non-pharmaceutical measures used in contaning the pandemic in its early days
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Table 1. Interview questions

a. What is your primary language of communication?
b. Do you speak English?
c. What three things come to mind when you hear the word ‘social distancing’?
d. Are these views on social distancing based on your customs/culture, everyday
experiences in life or anything else?

were not always easily understandable and in some cases agreeable to sections of the
population, including those likely to be vulnerable. The interviews were therefore con-
ducted with the aim of understanding how participants made sense of social distancing,
which was one of the main public health strategies employed to minimise the spread
of COVID-19 in Uganda and across the world. The interviews which were conducted
by the first author lasted between 15–30 min, they were not audio-recorded, to save
phone battery in a context of unpredictable availability of electricity and also to protect
the Author from contracting covid-19. Instead, the interviewer manually recorded each
response in notebooks, which were eventually typed and analysed thematically. In other
words, the interviewer used non-verbatim transcription because this helped to ensure
that the transcriptionist could transcribe and translate for readability rather than keep
taking a verbatim approach. The interview data and official communication (secondary)
data were subjected to thematic analysis, a common method used in qualitative analysis
(see Braun and Clarke; Bryman and Bell 2011). The approach used in this study fol-
lowed closely from Braun and Clarke (2006, p. 79) who describe thematic analysis as a
‘method for identifying, analysing and reporting patterns or themes within data and for
minimally organising and describing data in rich detail’. Themes were identified due to
their prevalence within the data, as well as their potential in explaining contextual issues
relevant to social distancing and the role of language in communicating COVID-19 con-
trol messages to diverse populations in Uganda. The study findings are summarised in
Table 2 below.
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4 Results and Discussions

4.1 Introduction

The results section includes presentation of examples of official COVID-19 communi-
cation from the Ministry of Health summarised in Fig. 1, in Sect. 4.2. It also presents
a summary of key findings from interviews with convenient sample of Ugandans from
diverse language and socio-demographic backgrounds in Sect. 4.3. Fourmain themes are
covered within Sect. 4.3 as a basis to demonstrate the language and cultural gaps in offi-
cial COVID-19 communication in Uganda. The first theme addresses the influences of
socio-cultural factors in mediating public understanding of key strategies such as social
distancing; the second theme focuses on socio-cultural and contextual factors, followed
by the role of professional interlocutors in facilitating understanding for special groups
such as people with disabilities and refugees and last theme highlights the role of social
and political factors in influencing public understanding of official COVID-19 contain-
ment strategies such as social distancing as typified by the excerpts and descriptions
presented in Table 2 below.

Table 2. Illustrative example linking data to thematic categories and explanations [empirical data
in the first column is where respondent views or quotations can be found, this is orgnised to show
how data and themes are linked so we did not use separate quotations beyond the detailes covered
here in Table 2

Empirical data Description Thematic categories

Social distancing, well, 
o People living in the village say these are 

habits of town (urban) people; 
o They don’t trust reasons for social 

distancing because they have never had 
experience of such a thing.

o Usually during funerals or functions, they 
come together (not stay away from each 
other). 

The above 3 issues are as a result of culture and 
certain mindset and experience that has been there for 
a long time

o For instance, Mr. A said people are saying 
that they drink nguli (locally distilled 
alcohol) and they eat bitter indigenous 

Social distancing is understood 
through socio-cultural lens that 
defines ways of living in a 
community in rural urban settings 
and ways of treating ailments using 
traditional herbal medicine which 
seems to be valued and 
(in)appropriately considered a 
competing alternative to modern 
medicine in the treatment of 
COVID-19. The magnitude of the 
COVID-19 which has brought 
about the need for social distancing 
among other strategies are weighed 
through a mindset that requires 
‘proof’ of how dangerous it is as 
‘no one has experienced it or died 

socio-cultural influences on 
public understanding of social 
distancing in Uganda

(continued)
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Table 2. (continued)

green vegetables such as ijiribi, kulubu, 
kiliwere [and] palabi which can fight the 
so-called COVID-19, 

o That they used to use pati izaaki (tree 
roots), pounded and mixed with [wood 
fuel] ashes to heal someone with a 
headache (which is one of the symptoms of 
COVID-19), so they can use such local 
methods and herbs to treat COVID-19

o That they can take herbs such as liquid 
squeezed out of eucalyptus leaves to heal a 
positive covid-19 case

(Mr.A, 45-55-year old, male native speaker of 
Lugbarati, one of the 8 area languages spoken in 
North-western Uganda, western Congo DRC and 
parts of South Sudan, he has basic understanding of 
English and works as driver of a top local politician. 
He spoke to people in his local social network and his 
village in Arua district about social distancing, he 
reflects their views in this varied perspective)

from it’

What does social distance mean?  
• People don’t care much about it because 

they have no experience of death arising 
from COVID-19 

• People say this is wolokoso (meaning 
gossip) 

• That social distancing are habits of the 
urban people

These meanings are based on established mind set.
(Mr B, 55-65-year-old male from South-Eastern 
Uganda living in Kampala and a native speaker of 
Lusoga, one of the 8 area languages and a fluent 
speaker of English), preferred to obtain his elderly 
(above 75-year-old) mother’s views on social 
distancing. He had gone to the village for the burial 
of his niece and relatives were rushing to shake his 
hands and to hug him. But when he kept his distance 
[due to ongoing requirements for social distancing] it 
annoyed all of them, who told him off for being 
antisocial. This might explain these views from his 
mother)

Social distancing is understood 
through socio-cultural and 
contextual distinctions employed in 
judging behaviour based on rural vs 
urban living, where the rural 
communities seem to observe social 
norms around communal living, 
established over time, whilst urban 
living is associated flouting these 
norms. Social distancing is reduced 
to a mere ‘gossip’, not something to 
be taken seriously as there is no 
‘proof’ of its existence or effects on 
the referent community

Socio-cultural and contextual 
influences on public 
understanding of social distancing 
in Uganda

What three things come to mind for a person who is 
either hard of hearing or completely deaf when they 
are told or read about social distancing?

◊ When it is signed [use of sign 
language], they understand what 
it means and they also observe it. 
This is for the deaf but with no 
signs, they don’t understand 
[what is meant by social 
distancing]  

◊ For the blind, deafblind and those 
with severe disability who need 
one to one [support], they have 
challenges with social distancing 
because they have to move in 
close contact with each other 
[dependence on others].

These views are not based on culture but an 
understanding of the special needs of the people with 
these specific disabilities (loss of hearing).

(Dr. P, 45—55 years old holds a PhD in special needs 
education, and she speaks Luganda, Lunyankore and 
Luo, three main area languages spoken in central, 

Social distancing is understood 
through the avenue of those with 
responsibilities for teaching or 
looking after people with 
disabilities, whose knowledge of 
the special needs and special 
languages help to explain it and to 
provide instructions. Their role as 
special language speakers or guides 
helps to ensure both understanding 
and observation of the guidelines

The role of professional 
interlocutors in facilitating public 
understanding of social distancing 
for people with disability

(continued)
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Table 2. (continued)

southern and northern Uganda. Like Ms G; her views 
on social distancing are based on her experiences 
with a few of her students with wide range of 
disabilities, including hearing, sight and a 
combination) 

What does social distancing mean to them?

⇒ They say it is one way of pulling them 
away (especially the men) from their 
communal and social way of drinking 
malua or lacwi (local millet-based 
alcoholic beverage normally consumed 
communally by men, using bamboo straws) 
from the same pot or from sharing a drink 
from the calabash (gourds)

⇒ The Boda-boda (local motorcycle taxi 
operators) say it is a political warfare meant 
to stop those boda-boda who support 
opponents of the ruling government. They 
argue that when an NRM candidate is 
canvassing support for their own candidate, 
boda-bodas are not suppressed but when 
the opposition canvasses support for their 
members and boda-bodas support them, 
Police suppresses the boda-bodas.  

⇒ Social distance amounts to practicing anti-
social behaviour yet in the villages they are 
used to staying together (social cohesion)

Ms C says that the above meanings depict the value 
attached to communal way of socializing in the 
TESO culture. The issue of bad attitude and 
propaganda are also playing a role. 
As mentioned by Mr. D  yesterday, Ms C said the 
TESO are also saying government is deceiving about 
COVID-19 given the experience of people who were 
in quarantine for Nothing. That They Were Being 
Given Medication They Didn’t Know Very Well, 
That They Were Not Sick, In Conclusion That These 
Were Tricks to Keep People Away So That Votes 
Can Be Stolen. (this information has gone viral)

(Ms C, 35-45 years old, native speaker of Ateso, one 
of the 8 area languages in Uganda, and fluent in 
English sharing her experiences of speaking about 
social distancing with people from her home region 
in Eastern Uganda)

Social distancing is understood and 
interpreted through shared social 
and cultural norms which are well-
established amongst the referent 
community. Social distancing is 
associated with breaking these 
norms through acting in ways 
considered to be ‘anti-social’. 
Another layer of interpretation is 
the contextual political environment 
in which there is mistrust of 
politicians’ motives for 
implementing social distancing

Socio-cultural and political 
influences on public 
understanding of social distancing 
in Uganda

What does social distancing mean to them?
♦ They ask for an explanation to know why 

they should [keep] social distance
♦ They ask to know what Tonsemberera

means (it is a Ministry of Health COVID-
19 advert on social distancing in Luganda, 
the most dominant Ugandan language) 

♦ They ask if  “it [Tonsemberera] is your 
football club” or what you mean [when you 
use the term]?

♦ They ask if “is it a football club or “People 
Power” [the latter being the slogan of a 
popular Ugandan opposition politician’s 
new political movement]?”

♦ Even yesterday, they still asked if it was a 
football club?

NB: Mr. D claimed he laboured to explain that social 
distancing or Tonsemberera means “’don’t touch 

Social distancing is interpreted 
through social and contextual 
experiences such as the growing 
distrust of politicians’ motives in 
implementing it, as presidential and 
parliamentary elections are due to 
be held in January 2021. The need 
for ‘proof’ is used as a proxy to 
indicate the falsity of claims about 
COVID-19 as no one has seen it or 
those on quarantine were isolated 
for ‘nothing’. Social distancing is 
reduced to a mere game, or a new 
‘football club’ or ‘politics’ but not 
something to be taken seriously 

Socio-cultural and political 
influences on public 
understanding of social distancing 
in Uganda

(continued)
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Table 2. (continued)

people’, ‘don’t come near people’”, surprisingly in 
conversations with ordinary people who speak 
Luganda, the language from which the uncommon 
word derives. Mr D conjectures that these meanings 
are based on mindset and propaganda [read 
misinformation] from those who were quarantined 
when they had no covid-19, for instance:

♦ that some people think that because the 
president wants to keep them in the 
lockdown in order to get votes, he keeps 
telling them to social distance

♦ that no one has so far died of COVID-19
from their community [seeing is believing]

♦ that people who were in quarantine told 
some of their relatives and friends that they 
were kept in there for nothing, that they 
were being given medication they didn’t 
know very well, that they were not sick

♦ that these were tricks to keep people away 
so that votes can be stolen.

♦ they think it is a game

(Mr D., a 25-35-year-old male, informally employed, 
native speaker of Luganda, with basic fluency in 
English. Mr D’s views were based on his experiences 
of speaking with people in his social network and 
within his neighbourhood in the out skirts of 
Kampala)

The meaning of social distancing for Sudanese 
refugees: 

 Awareness was created so this helped the 
refugees to understand Social distancing. 

 For examples when a person coughs near 
other people, they quickly keep a distance.

 Posters were used to simplify the social 
distancing campaigns [in a visual way]

 Translations helped.

NGO’s [working with refugees recruited] about 4 
people [who spoke Barr, Juba Arabic and Kakwa] to 
translate [official COVID-19] guidelines from 
English into the above 3 languages and later these 
languages were used for sensitizing the refugees. 

(Ms V, 35-45-year old Ugandan female, graduate 
logistics officer working with NGOs near refugee 
settlements, native speaker of Lugbarati, fluent in 
English. Ms V’s experiences of what social 
distancing means to Sudanese refugees in North-
Western Uganda are based on vicarious observations 
and conversations with staff of NGOs who work with 
the refugees) 

Social distancing is understood 
through the role of those with 
responsibilities for the refugees, 
who realise the need for official 
guidelines to be translated in 
languages spoken by the referent 
community. Their role in recruiting 
native speakers to translate official 
guidelines used in raising 
awareness among refugees from 
South Sudan is taken as a proxy in 
helping them make sense out of 
social distancing

The role of professional 
interlocutors in facilitating public 
understanding of social distancing 
for externally displaced people 

Source: summarised by the authors, based on insights from Ayikoru & Park (2019)

4.2 Discursive Thematic Analysis of Official Communication on COVID-19
in Uganda

From the analysis of COVID-19 campaignmessages onMOHwebpage and Twitter page
and the print media, it can be argued that Ugandans receivedmost of the online messages
in English. The message ranged from “social distancing-avoid close contact with people
who are visibly sick with a cold or flu-like symptoms (fever, cough, sneeze)”, “wash
your hands often with soap and running water for at least 20 s. If soap and water are not
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available, use an alcohol-based hand sanitizer”, “don’t touch the soft parts of the face”,
“The entire population will put on fabric masks”, “wear a medical or face masks if you
are sick or someone around you is sick” as seen in the extracts in Fig. 1 below.

It can be inferred that the public communications about COVID-19 pandemic includ-
ing use of social media, the press (newspapers, posters) and media (television stations)
and other informational materials have beenmajorly provided in English. This is a major
concern when Ugandans are so diverse from a linguistic and a cultural perspective (Eth-
nologue 2020). It is only fair that the Ministry of Health and the Ugandan government
translate all public communications and information about the coronavirus into multi-
ple languages that represent the people and communities currently living in Uganda.
It can therefore be argued that it is crucial for the indigenous communities of Uganda
to receive clear information about the virus and control measures and this is Ugandan
government’s responsibility.

Therefore, taking into account the millions of people who speak multitudes of local
languages within Uganda, the COVID-19 risk is compounded by the lack of health
materials in a language they understand. In the same vein, people in the grassroots level,
the visually impaired, the vulnerable and marginalized are not well informed about the
dangers of the pandemic either due to challenges of not having a radio or a TV set or
even due to technical difficulties families encounter as they try to listen to these devices.
The argument here is that it isn’t just enough to say “wash your hands” if this pandemic
is to be combatted and wiped out successfully. The current guidelines seemingly favour
a limited number of people who understand the English language and the few area
(local) languages into which translations have been made, and yet the guidelines were
meant to be used by all health care providers in Uganda, including those working in
the public and private sectors, the grassroots local community health workers as well
as the Elderly and people living with disabilities. In order to ensure that the country
responds adequately and mitigates the impact of the COVID-19 pandemic the country
needs to adopt an inclusive approach and translate COVID-19 guidelines in th known
65 local languages including sign and braille languages and languages spoken by the
immigrants and refugees (the ethnologue 2020).The argument here is that lack of a
language policy impedes communication. If Ugandan policy makers had put in place
a language policy that considers all the existing languages in Uganda, this would have
contributed to producing resources onCOVID-19 in the numerous languages and closing
the existing enormous information gap.

Furthermore, Local languages would have helped in developing guidelines and Stan-
dard Operating Procedures (SOPs) on mass media and social media for vulnerable com-
munities during the pandemic, they could have helped to engage with communities
and to produce information for local, national and regional needs hence saving lives
of millions of people that are at stake. The eminent challenge is that SOPs are mostly
produced in English language which is accessible by 23% of Ugandans who are ICT
literate. Despite the fact that UNICEF developed resources to present facts, guidelines
for prevention of COVID-19 and translated into 30 different languages including eight
spoken by refugees, a big chunk of the population is still left out.

But the main argument here is that the COVID -19 pandemic has shown that lan-
guages are essential, more so to the vulnerable people, those with special needs because
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the languages help to communicate preventivemeasures that should be adhered to during
the coronavirus disease pandemic. In addition, making the dissemination of COVID-19
pandemic information disability inclusive including the use of sign language interpreters
is unquestionable (WHO guidelines on Disability considerations during the COVID-19
outbreak). The use of correct language for the visually impaired and engaging the local
communities in the discourse about COVID-19 operations is crucial.The predominant
languages used on mass media (television, radios, mobile phones, social media) or in
the print press, posters or even on digital space, are English and the Area languages
(Constitution of Uganda 1995 amended 2005) namely: Ateso, Jhopadhola, LebAcoli,
LebLango, Luganda, Lugbarati, Lumasaba, Lusoga, Runyankore-Rukiga and Runyoro-
Rutoro). Besides that, for people with disabilities for instance, the Television readers
are too fast but also the visually impaired cannot see the advertising and campaigns or
comedies/drama about COVID-19 crisis (the information broadcast on the National and
private TV stations by the Ministry of Health cannot be seen by the visually impaired
neither can they be heard by those hard of hearing). Besides this, official presidential
addresses to the nation orMinisterial briefings to themedia often happen in Englishwith-
out any translation. The deaf blind cannot listen and visualize adverts about COVID-19.
The rural population where literacy levels are quite low do not easily understand adverts
in English or in the few Area languages in use by the press and the media. Even at
community levels, the different dialects and cultures worsen the situation because SOPs
can be interpreted differently.

In addition, words such as “confinement and social distancing” or quarantine can be
interpreted differently in different dialects and different cultures. More so the isolated
underprivileged communities such as the elderly, the people with disability, refugees,
impoverished households in rural and urban settings do not have the access to devices
such as TVs, smart phones or radios, even if some of these might seem to be rea-
sonably priced and viable technologies for spreading life-saving information about the
pandemic. It is therefore a deplorable condition of social impact or relationship between
the communities and the mobile technology.

4.3 The Influences of Socio-cultural, Contextual, Political and Professional
Factors in Mediating Public Understanding of Social Distancing in Uganda

Like most health sectors on the global scene and within Sub Saharan Africa, Uganda’s
health system was ill-prepared for COVID-19 pandemic, partly due to limited resources
and weaknesses in the core competencies of the International Health Regulations (IHR)
namely the ability to detect, prevent and respond to public health threats. The COVID-19
outbreak unveiled multiple challenges and weaknesses within Uganda’s health sector,
among them language and cultural barriers and ICT gaps. This is even more poignant in
contexts where public understanding of the pandemic is suffused with misinformation,
doubt or mistrust in the authoritative or official information (cf.WHO 2020; Nguyen and
Catalan 2020). For example, there is an emerging sense that the shared belief amongst
majority of the population in Uganda about COVID-19 is that it is a faked crisis, or
worse still, a pandemic for the Western World or for the urban population and therefore
they tend to underestimate the significance of health promoting behaviour such as social
distancing, frequent handwashing, mask wearing, staying home, ranking them lower
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than other pressing needs for food for example. Some misinterpret the emphasis on the
need to use alcohol based sanitisers to mean it is a matter of drinking locally brewed
alcohol and in there lies the ‘cure’ for COVID-19. As a result, the initial efforts of MoH
to respond to concerns of the urban and the rural population were overwhelmed by
resentment and distrust. Most especially the vulnerable people who have been living by
hand to mouth trade, the communities living in slum areas, those living near the border
points thus contributing to increased rapid spread of transmission among population
living along the Border points and the cargo lorry drivers and in communities at present.

The initial response to the COVID-19 pandemic was characterized by high lev-
els of public denial, misconceptions, misinformation (risk-communication/infodemic-
management) and resistance at the community level, especially by the informal sector
comprising of market vendors, hawkers, motorcycle riders (popularly known as boda-
bodas), large scale and small-scale traders. The majority of households under this cate-
gory were, and are still unable to survive without some form of daily trade given that they
hardly have disposable income. In such contexts, going outside ones home in search for
work, water, or food, is a necessity, but one which clearly increases the risk of spread-
ing the coronavirus due to running counter to preventive and containent measures from
public health officials.

From Community perspective, many community members attributed their initial
disbelief of COVID-19 to a social belief that it was a simple flu that could be cured
by drinking local alcoholic beverage called Uganda waragi or by using a cocktail drink
made of garlic, lemon, orange, ginger and traditional herbs. Consequently, many micro,
small and medium-sized enterprises (MSMEs) have continued their activities in defi-
ance of official guidance (Seitz 2020). The clinical presentation of the disease, which
had symptoms similar to common flu or influenza could not worry majority of the pop-
ulation for whom lack of food and other basic necessities of life were an urgent need
compared to a virus they perceived to be less dangerous. Additionally, several conspir-
acy theories were circulating and suggested that COVID-19 was a politically framed
disease or money-making scheme by the local and international elite, aimed at duping
or controlling the already suffering population.

Besides the MoH recently launched a campaign on COVID-19, called “Tonsember-
era” inLuganda, one of the dominantUgandan languages,whichmeans “don’t comenear
me or give me space” which runs on state media, including television and radio. Political
leaders have also recorded messages in local languages to sensitize communities. Local
leaders also broadcast COVID-19 information to their neighborhoods, sometimes with
loudhailers. The argument here is that the languages in use are not representative of
languages spoken in Uganda yet there is need to develop inclusive response to reduce
the spreading of COVID-19 (OECD report), let alone the misinformation and misinter-
pretation about the pandemic which apparently is rampant in Uganda (UNICEF 2020).
Above all, it becomes crucial to engage with communities and larger population in the
response to COVID-19.

According to COVID-19 Partners Platform Pillar 2, it is critical to communicate to
the public what is known about COVID-19, what is unknown, what is being done, and
actions to be taken on a regular basis. Preparedness and response activities should be
conducted in a participatory, community-based way that are informed and continually
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optimized according to community feedback to detect and respond to concerns, rumours
and misinformation (UNICEF 2020). Debatably, COVID -19 pandemic has shown that
languages are essential. For instance, in order to mitigate the crisis, designing online and
print copies of adapted communication campaigns that focus on symptoms identification
and preventivemeasures while remaining particularlymindful of local languages, braille
and sign language culture and customs have become unquestionably crucial given that
it is important to understand the needs of specific groups who might experience barriers
to accessing lifesaving information in appropriate multiple and accessible formats such
as Braille and large print for people who are visually-impaired (ibid).

According to UNICEF guidance on COVID-19 Response, information should be
provided orally (e.g. through loudspeakers in the community). Easy-to-read version or
plain text accompanied by pictures/ diagrams, which are more accessible for people who
have intellectual disabilities and also benefit many other children, including those with
low literacy or who use different languages. Written formats or video with text caption-
ing and/or sign language, for people with hearing impairment. Accessible web content
for people using assistive technologies such as screen reader. The key to improving
accessibility is to provide all information in multiple formats- written, oral and pictorial,
to reach people with diverse communication needs and preferences.

4.4 Discussions

Information and communication have long been shown to play a crucial role in disease
prevention, promotion of health and wellbeing, raising public awareness in crisis situ-
ations and more recently, in the fight against the ongoing COVID-19 pandemic (e.g.,
Covello 2003; Erikson 2018; Holmes et al. 2009; Jiang and Ryan 2020). To gain insight
into this from a Ugandam context, this article discusses the implication of language
in use for communicating on mass media, the printed press and social media during
COVID-19 crisis and its unprecedented impact on confinement and social distancing
strategies. It is argued that the Covid-19 pandemic has changed expectations of the pop-
ulation through an overwhelming access to information that became widely available
through official government messages on prevention and control, disseminated through
mass and social media, to encourage behaviour change to reduce the risk of spreading
the infection. Notable also, is the plethora of information or rather what the WHO (n.d.)
describes as an ‘infodemic’, by which is meant the overabundance of information during
disease outbreaks, including those that are false or misleading, emerging from diverse
sources, both digital and physical, with the capacity to undermine public health mes-
sages aimed at combating the outbreaks. However, it has been shown that the official
government messaging about the coronavirus, while well-intentioned, tended to favour
mostly the segment of Ugandan population that has access to digital technologies and
those that understand the English language as well as few of the area languages into
which official public health messages on the pandemic had been translated. This inad-
vertently excluded a large majority of particularly vulnerable communities in Uganda
who are not equipped to use digital technologies let alone the ethnolinguistic diver-
sity highlighted previously. This is contrary to the emerging literature that emphasizes
the role of inclusive language in making essential health information accessible (e.g.
Royston et al. 2020; Pakenham-Walsh 2018). The public health crisis resulting from the
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coronavirus pandemic has been exacerbated by the effects of misinformation (Mian and
Khan 2020), with anecdotal evidence from the interviews summarised in Table 2 above
suggesting how efforts to control the pandemic maybe undermined through poor and
sometimes culturally mediated misunderstandings or misinterpretation.

InUganda, the installation of broadband in villages has dramatically improved thanks
to the expansion of mobile phone ownership, the use of village phones and the setting up
of wireless broadband networks. However, this does not mean widespread access to and
usage of such technologies across the population (e.g., UCC Report, 2019). Specifically,
some endemic challenges such as low bandwith, the high cost of broadband and differing
levels of digital literacy all indicate that availability of such infrastructure does not
necessarily equate to better connectivity or access, particularly in rural areas (ibid). In
addition to this, the proportion of the population that has access to the internet is limited,
to less than 40% (UCC 2019), in spite of the fact that ICTs are crucial to development. In
the minds of most citizens, the broadband policy seems not to carry much importance;
it does not have a direct link to their most basic concerns, which, for the poorest, boils
down to essential necessities (food, water, shelter and medicines) (UN- Uganda 2020).
Yet broadband affects other areas which are critical for development. Since the majority
of Uganda’s citizens are not engaged in the discourse about ICTs, a significant section of
the population is left out of broadband policy development. The challenge here among
other factors is that all these innovations are mostly presented in English and the grass-
roots men and women are mainly ICT illiterate. In order to engage a larger section of the
vulnerable population in broadband policy development, there is need for information
repackaging from source language text to target language text in order to benefit the
different clientele. This is likely to facilitate a clearer understanding of the challenges of
using ICTs in rural areas,moreso during such times as the ongoingCOVID-19 pandemic.
Besides, the overreliance on digital technologies which are not available to majority of
the population limits the capacity of such technologies in delivering information at scale
that would have been desirable during public health emergencies. The effects of such
disparities on dissemination of essential public health messages during a global health
crisis will need to be considered in order to respond better in future pandemics.

5 Conclusion and Recommendations

This article sought to unveil existing gaps in the use of digital technologies and local
languages in the context of official COVID-19 pandemic communication strategies in
Uganda. It emerged clearly, that official communications from the Ministry of Health,
which seeks to convey scientific and life-saving information to Ugandans is undermined
by overreliance on the English language, with minimum efforts made at translating to
other native Ugandan and specialist languages. It also found that public understanding
of key strategies such as social distancing are strongly mediated by a range of factors,
including social, cultural, contextual, political and professional, with varying implica-
tions for how serious or otherwise the strategies are viewed. An important outcome of
such gaps in the choice of language used in dissemination of COVID-19messages is that
misinformation sets in from poorly explained or translated scientific messages, which
undermine efforts made to combat the pandemic. It seems reasonable to suggest that
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all stakeholders fighting the coronavirus pandemic collaborate and promote scientific
evidence and unity over misinformation and conjecture (Calisher et al. 2020), to ensure
protection of those thatmight otherwise bemislead orwhomight reject life-saving health
messages about prevention and control of infections through engaging in non-santioned
behaviours (e.g. rejecting face masks wearing or social distancing or succumbing to
improper use of alcohol instead of prescribed usage of hand sanitisers).

Ensuring that the public has access to the right information about COVID-19 is not
only of critical importance to decision makers and the national taskforce formed to fight
the pandemic, but it can be considered a human right that should be observed especially
during such a global health crisis (Royston et al. 2020; Pakenham-Walsh 2018). The
main emphasis here is that a well-informed population is better able to protect itself from
pandemics and anyother emergencies, and that the role of diverse and inclusive languages
is therefore paramount in ensuring access to and effective response to themessages being
communicated by those in positions of authority. For instance, most elderly and disabled
persons who are more likely to be on themargins of society (e.g. UN-Uganda 2020) have
limited access to television sets, radio, social media and telephone messages, implying
that they rely mainly on second-hand information which may or may not be accurate
translation of official public health messages. Televised programmes that feature experts
discussing Covid-19 should have sign language interpreters and transcriptions to enable
persons with visual and hearing impairments to benefit from the expert knowledge.
Debatably, accessing information through such media has become a luxury for many
vulnerable families in Uganda.

Despite the fact that mobile technologies have enabled the closing of the gap of
continued access to healthcare services during theCOVID-19 pandemic inUganda, there
are still notable challenges including language used for communicating on the media
(e.g. the use of Twitter by the Ministry of Health and encouraging the public to check
updates through this social media platform or the Ministry’s website, all of which are
inevitably published in theEnglish language). Risk communication and health promotion
strategies form an integral part of any public health response to a global pandemic
of the current magnitude. They provide life-saving information to people in affected
communities for proactive actions to protect themselves. COVID-19 pandemic clearly
shows that health promotion and risk communication strategies in indigenous languages
can be useful in publicizing keymessages, engaging communities, andmanaging rumors,
misinformation/misinterpretation so that people can take informed decisions to mitigate
the threats to public health.Going forward, it is important to incorporate linguistically and
culturally appropriate health promotion and risk communication strategies in Uganda’s
preparedness and response efforts during pandemics of the current nature. This, along
with well-known CERCmodels will provide the basis for an effective communication to
the public during such public health emergencies, with better outcomes for the majority.

Future research will need to consider how an integrated approach that seeks to lever-
age advances in digital technologies at grass-roots, community levels, combined with
usage of inclusive and diverse languages can be prioritized in managing public health
crises. It will also be helpful to understand how conceptualising access to essential
health information as a human right can be translated into language and wider develop-
mental policies in countries with diverse ethnolinguistic populations. Undertaking such
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research before any future emergencies will assure better preparedness and potentially
effectiveness of risk communication. Such future research is likely to benefit from an
interdisciplinary framework that examines the complexities embedded in language, cul-
ture, socio-political contexts and digital technologies, with the potential to yield much
more insight for better disaster and emergency preparedness and policy-making.

Fig. 1. Selected samples of official Covid-19 communication from Uganda’s Ministry of Health
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Abstract. This paper explores notions of resilience and adaptability in the context
of the design, development and pilot of a mobile phone application, COVID-
Aware, for enhancing risk awareness during the COVID-19 pandemic. Through
an interdisciplinary team approach, we explore the utilization of an information
and communications technology platform in supporting resilience and wellbeing
at the individual and collective levels among community members. The study
integrated data models, that were developed in Jamaica to predict the risk of
COVID-19, with existing epidemiological models developed for COVID-19 in
different parts of the world. Participants’ perspectives on adapting to the use of
the app on theirmobile devices assistedwith exploringways to share visualisations
of this data, and their views of adaptations to health protocols provided feedback
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support risk awareness, assessment and potential choices, and implications for
resilience are discussed.
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1 Introduction

This study investigates the potential for information and communication technologies to
support information sharing to facilitate risk awareness and mitigation of the impact of
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COVID-19. There have been a number of initiatives globally to develop technological
applications to mitigate the spread and impact of COVID-19. Mobile applications have
focused on aspects such as contact tracing, digital proximity, travel and border process-
ing, health and safety protocols, vaccination status, and symptom checking. Applications
have also been developed to support the transition to virtual modes or enhance activities
such as online learning, telemedicine activities, and delivery services. While some tech-
nologies developed for the COVID-19 context had a positive impact, others have not
been widely adopted and some have generated discussions regarding efficacy and ethical
issues of privacy and consent (Alanzi 2021; Dearden and Klein 2021; Luciano 2020). In
addition, considerations related to information technology for development implemen-
tations should include reflections on aspects of sustainability, resilience and scalability
(Baduza and Khene 2019). These discussions are important as well in the context of
rapid responses to crisis situations such as the pandemic. Furthermore, the direct trans-
lation of such technologies into different contexts can be problematic and potentially
exacerbate vulnerabilities and inequalities (Qureshi 2021). This paper explores social
and cultural aspects involved in the adoption of risk-mitigating technologies through the
development of a pilot application and its assessment by a sample of respondents who
participated in the pilot. The app depicts the potential spread of COVID-19 in a com-
munity based on the level of observation of health and safety measures such as social
distancing.

In the context of the pandemic and related impacts, the importance of resilience-
building has been highlighted (Zinser and Thinyane 2021). With calls for additional
research, Heeks and Ospina (2019) explore the existing and potential contributions of
ICT4D research to community resilience and e-resilience, highlighting the synergies
and role of ICTs in supporting resilience in communities. The research project explores
the development of crisis-response technologies that may enhance individual and com-
munity resilience, particularly taking into account local practices, social constructs and
values. Resilience looks at ways of managing during the pandemic, with the support-
ing resources and information to inform decisions around the implications for lives and
livelihoods, and the societal perspectives on this balance. The role of infomediaries and
information sources becomes increasingly critical in supporting resilience (Zinser and
Thinyane 2021).

This interdisciplinary project, which comprised team members from the fields of
anthropology, computer science, design informatics, development studies, geography,
ICTs for development, and social work, included the development of three distinct activ-
ities: one focused on the development of predictive data models, one concentrated on
the design and development of an application, and a final one dedicated to qualitative
analysis and testing.

A qualitative assessment of people’s perceptions of current practices to mitigate the
spread of COVID-19 in Jamaica, supported the exploration of ways to integrate data
models that have been developed by Mona GeoInformatics Institute (MGI) to predict
risk of COVID-19 spread in different areas in Jamaica (models that took the make-up of
different communities into account) with existing epidemiological models developed for
COVID-19 in different parts of the world, looking at ways to interpret this data and facil-
itate visualization in the most informative way possible. We developed a mobile phone
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application to share this information, and have piloted this application with participants
from different communities.

As discussed below, while technological solutions can have an impact on mitigating
the spread of the COVID-19, as with other technologies that aim to support social change
(Pschetz et al. 2020), they also need to take into account the needs and challenges of
the contexts they are implemented in (Tolani et al. 2020). The pilot of this application
was conducted when Jamaica was at the early stages of COVID-19 spread, where dedi-
cated technological solutions could potentially assist in mitigating the number of people
affected by the virus. Such solutions, however, can face many challenges, ranging from
varying levels of Internet access and data literacy. If carried out without due consider-
ation of constraints, technological solutions may also exacerbate inequalities between
characteristics such as demographic groups and geographic locations.

Through social analysis and practical technical experimentations that combine data
modelling and prototype testing, we have investigated the potential of a digital tool to
mitigate the spread of COVID-19.

The paper proceeds as follows: in the next section we explore related literature. The
methodology is then discussed, followed by a presentation of findings, discussion and
conclusion.

2 Related Literature

The significant changes and disruptions that have arisen from the pandemic have resulted
in the continued need for ongoing development of mechanisms to support and enhance
resilience at the individual, community and societal levels. UNDP Jamaica (2021) has
highlighted the importance of risk assessments in informing plans for growth and recov-
ery to support increased resilience. Sakurai and Chughtai (2020) note that resilience
entails working towards supporting the entire community or ecosystem, and under-
standing the diverse contexts, including under-resourced situations. It is further noted
that resilience involves being able to handle the effects of disruptions while maintaining
the ability to continue core practices and work towards planned goals.

Marais and Vannini (2021) emphasize the role of participatory approaches which
consider the local context, socio-cultural perspectives and values. A key to resilience
and sustainability also reflects co-design and the dynamics related to the role of the
researchers. The importance of efforts to build risk awareness levels during the pan-
demic has been highlighted, which was seen as a key input in prevention and mitigation
strategies (Chatterjee et al. 2020). Applications related to sharing information on risk
modellingwere being developed and tested (Chande et al. 2020), andways of visualizing
risks in accessible forms were being considered (Padillaa et al. 2021). Representations
and interpretations of the visualizations, as well as the level of interactivity and types of
device on which the information would be shared, were considered key (Goldberg et al.
2021). Additionally, data, information and knowledge visualizations have an important
role in facilitating knowledge transfer, supported by design considerations for ICTs to
support communication (van Biljon and Osei-Bryson 2020). Some applications have
looked at supporting the health sector with information sharing on current policies and
protocols (Helou et al. 2022). Goldberg et al. (2021) further noted the potential impact
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of the use of health apps to mitigate risks, and the need for further research and develop-
ment of risk assessment apps in diverse contexts, noting for example issues of technology
access and user demographics.

A number of apps have been and continue to be developed to try to support a range of
activities in mitigating the spread of COVID-19 (WSIS 2020). The urgent situation also
resulted in the need for rapid analyses of the interventions which can facilitate further
development of initiatives (Rowe et al. 2020). There have been continued calls for the
use of ICTs and expertise in epidemiology to support the management of crises and build
resilience (Madon 2005; Sakurai and Chughtai 2020). The use of apps to support the
building of resilience during the pandemic has also been explored (Golden et al. 2021;
Nicolaidou et al. 2021).

Prosser et al. (2020) highlight the role of choice in decisions to observe COVID con-
trol and prevention guidelines such as wearing a mask, physical distancing, quarantine
and isolationmeasures. They note that these choices have implications for individual and
collective action, and the guidelines that are issued in relation to mitigation practices as
COVID-19 measures are eased or further restricted. The role of individual and collective
action continues to form part of the discussion on choices to be made for the economy
and society in the short and long terms. Manyika (2020) reflects on the historical impact
of choices made by societies, the shifting of responsibilities between institutions and
individuals and the need for greater collective action and socially inclusive choices.
There has been interest in the ways in which options and risks are assessed, and choices
are made at the individual and collective levels during this pandemic.

James et al. (2021) noted that in a survey of taxi operators in Jamaica during the
pandemic, risk perceptions varied based on the types and number of information sources,
including the use of ICTs and social media. U-Report Jamaica, a UNICEF-supported
youth platform and messaging tool, carried out a survey about people’s perception of
COVID-19 in Jamaica with 1,062 respondents, most between 20–30 years old. When
asked about which issues they were most unsure or knew the least about COVID-19,
most responded “risks and complications” (22%) followed by “recognising symptoms”
(17%), “preventing covid-19” (11%) and “what to do if I have symptoms” (11%). About
a third of the youth respondents indicated that they did not feel they were at risk. The
survey reinforced the relevance of supporting risk awareness.

3 Research Methods

Based on an initial assessment of the context, needs and available resources to work
towards mitigation of the impact of COVID-19, through interactions with stakeholders,
and a review of current developments, a number of ideas were considered by the research
team (see Pschetz et al. 2022). The review entailed identifying existing knownor reported
initiatives, discussions with stakeholders involved in planned national or community
initiatives, and the experiences of team members. Given the considerations related to
the potential impact of the use of ICTs to support COVID-19 mitigation, the concept of
providing information on the risk of spreading COVID-19 was selected. By combining
a data model constructed by Mona GeoInformatics Institute, who were members of
the research team, with models derived from the spread of COVID-19 elsewhere, the
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application would predict the risk of the spread of COVID-19 in different communities
based on different potential situations. Individuals could then use the model to access
advice that is specific to them and understand how their actions have an impact on their
communities. Community leaders could also find opportunities to use the app as a tool
and discussion point to visualize and illustrate potential risks.

To streamline the implementation of the defined concept, the team focused on three
areas: 1) contextual analysis, 2) development of predictive data models, and 3) design
and development of the application interface, as explained below. The research approach
reflected considerations in design science for development (Osei-Bryson and Bailey
2019; Pal 2017).

3.1 Contextual Analysis

With awareness of both the benefits and complexities of participatory design approaches
in engaging and empowering users (Pschetz et al. 2020; Thinyane et al. 2020), and cog-
nizant of the role of researchers and all participants in the research process (Jimenez
et al. 2022), the team explored the best approaches to facilitate interaction virtually with
community members and representatives during the design phase due to COVID-19
guidelines. Working with communities, we defined a series of everyday scenarios that
may impact social distancing or involve increased social interaction, ultimately increas-
ing the risk of spread of COVID-19. These scenarios aimed to give a more naturalistic
basis to define the number of people, proximity, and potential contact points between
individuals, which would then be used to create parameters for designing the applica-
tion. We defined fifteen scenarios that could take place under mild or medium lockdown
restrictions, which were: shopping at an outdoor food market, queuing to withdraw
money from a bank machine, attending church services, going to a traditional or faith-
based healer, going to a community gathering, paying taxes at a tax office, using public
transportation, visiting a barber shop or hairdressing activities, caring for the elderly,
persons with disabilities and/or children in rural and urban areas, attending dance hall
sessions, participating in group sporting activities, attending funerals, going to public
wi-fi hotspots to access school material or other data, and joining lines to collect benefits
through the Government’s COVID-19 grant assistance programme. We further delin-
eated parameters for people to tailor each of these scenarios. For example, shopping
at an outdoor food market could be refined by defining the average number of people
present at a given time of day, the average time people spent there, how likely they were
to observe social distancing advice, etc.

In addition, we conducted a literature review of ethnographic studies related to cul-
tural and gendered understandings of illness and the body, Jamaican folk medicine,
and the anthropology of the state. Frames of analyses from this literature review
were set against media analysis of newspapers and responses to the COVID-19 pan-
demic in Jamaica. This background qualitative information shaped the development of
risk scenarios for the application, and helped us to formulate questions for feedback
interviews.
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3.2 Development of Predictive Models

The data infrastructure that supported the application resulted from the combination of
four different sources:

a) Determinations of population vulnerability: based on existing predictive models of
risk developed by the MGI. These models took into account the composition of
communities in Jamaica through data on population density, age, and occurrence of
health issues, such as diabetes and hypertension, to identify groups most at risk;

b) Infection data, including the probability of transmission through different levels of
contact and the rates of progression through disease states. At the time, the proba-
bility of transmission was estimated based on data from China (Verity et al. 2020),
and other transitions that had been estimated from world data1, and Scotland data
(Banks et al., 2020). This allowed us to give the probability of transmission, given
contact between an infectious individual and a susceptible individual, and to specify
the probability ofmovement from a disease state at a single time step (notionally, one
time step is a day), where these probabilities varied by age group. We used a com-
partmental model, a common approach in basic epidemiological modelling in which
there are various disease-state compartments that individuals move between with
specified rates. In our compartmental mode, there were seven states: Susceptible,
Exposed, Asymptomatic, Infected, Hospitalised, Recovered, and Dead, as inspired
by (Carcione et al., 2020), and similar to the model used by Banks et al. (2020).
Susceptible people are uninfected and can catch the disease. Exposed people have
caught the disease but are not yet infectious. Asymptomatic and Infected people are
able to infect others, and can either progress to a more serious state of illness, i.e.
Hospitalised or Dead, or can recover.

c) Simulation configuration, which was derived experimentally, based on network-
based epidemiological models for COVID-19, according to which the spread of
infection doubled over approximately two days. The simulation was run for each
combination of app inputs provided; this was saved on datasets as cookies on users’
mobile phones.

d) Input from users: “community” chosen from a list of communities, “behaviour”
chosen from a list of behaviours, e.g. food shopping, which were drawn from a series
of scenarios as defined above, “num_visits”: which included “behavior_name”: list
of possible values of number of visits per week, and “num_people”.

3.3 COVID-Aware Interface and Visualisation

The mobile phone interface aimed to use the data above to communicate varying levels
of risks of spreading/contracting the virus in different communities according to the
predefined scenarios. It was designed to be interactive, allowing people to change the
parameters of the epidemiological models (input from users above) and visualize how
these changes can affect transmission rates. It was expected to be used by anyone, while
considering the central role of community leaders who could provide support and advice.

1 https://www.worldometers.info/coronavirus/coronavirus-incubation-period/.

https://www.worldometers.info/coronavirus/coronavirus-incubation-period/
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This way, the visualisation and parameter inputs would need to be clear and accessible.
The application also assumed that phones accessing the application would be connected
to the Internet but that this connection could be slow.

Aspects of digital adaptation were seen in relation to the design of the app, and
adjustments that needed to be made during the design phase to accommodate data pro-
cessing times, minimizing the number of datasets and streamlining the scenarios for
visualizations.

Our first step to reduce the number of generated datasets was to generalise the sizes
of different communities to small (up to 1,000 residents), medium (from 1,000 to 4,000
residents) and large (over 4000). In this way, when people selected their communities
after opening the application, they would be informed about which population size the
model was based upon, e.g. “You have selected Community A with a population of
3,878. The model will use the medium sized population dataset.” The system would
then take into account the age structure of each community to modify the number of
predicted hospitalisations and deaths.

The second step was to reduce the number of scenarios that could be selected in the
application. The need to minimise the number of datasets led us to look for ways to cover
most scenarios through parameters that could be combined to define a situation as close
as possible to real-life. The scenarios were then simplified to accommodate three main
input options: food shopping, small gatherings (up to 15 people) and large gatherings
(up to 100 people). Within each of these options, people would set howmany times each
week they thought others would do these activities, and, for each activity, how many
people they thought would come within six metric feet of each other. With the restriction
to three general scenarios wewere able to produce all data for the application to be tested
by four communities (generating 2,788 datasets in total, 697 for each community).

Figure 1 depicts screenshots of the COVID-Aware application.

Fig. 1. Screenshots of COVID-aware mobile application
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Wakunuma et al. (2020) highlight the socio-ethical implications in relation to the
use of technologies for health initiatives, including during the pandemic. In the design
and implementation phases of the study, there were a number of ethical considerations.
These included the utilization and storage of the data models and qualitative interviews,
and the process of interacting with participants given the health and safety protocols
and physical distancing measures. The implications of the design of the interface and
messages to be conveyed were also considered, as well as the interview questions,
particularly during this time of the pandemic. The interviews were conducted by phone,
with initial connectionsmade via phone orWhatsApp. Phone/data credit was provided to
participants to assist with accessing the Internet for use of the app. Conducted by phone,
interviews explored participants’ interpretation of the application and their impressions
of the design and functionality, likelihood of sharing app or information with their
communities andnetworks, aswell as also social and cultural factors influencingCOVID-
related behaviours and understandings of risk, such as sources of information, choice
options, support networks, household structure, levels of risk perception, preventive
practices, and levels of trust. Characteristics of participants are outlined in Table 1
below.

Table 1. Characteristics of COVID-aware pilot participants

Number of participants 28 (4 communities; 7 persons each)

Gender Female: 16
Male: 12

Age groups 19–29: 6
30–39: 6
40–49: 7
50–59: 6
60–69: 3

Interviews were recorded, then transcribed from the recordings, and the research
team analysed the transcripts through content analysis exploring reflections on the app’s
design, content and participants’ perspectives of the overall potential of the COVID-
Aware app for risk assessment and mitigation towards wellbeing during the pandemic.
For this paper, notions of resilience and adaptation reflected in the project were assessed.

4 Findings

In this section we highlight some of the participants’ perspectives in relation to the app,
the perception of risks during the time of the pandemic, and connect these to the notions
of resilience and adaptability.

Reflecting on the information shared in the app, and their existing and new knowl-
edge, participants shared their experiences with adapting to the evolving health and
safety protocols, containment measures and restrictions:
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“Yes, it’s very difficult…. [it] is going to take a heck of a time to adapt that social
distance”. (Participant R2)

“It is very difficult for you consistently not to embrace, not to shake your hand
because most of the time, you who is disciplined. You have to keep putting out
your hand, pulling your hand and giving them the elbow or whatsoever. Most of
the time you see a friend or what, you put your hand out, you stretch your hand
out. We grow up that way”. (Participant S1).

In some cases, adaptations included adjusting to the move to virtual social inter-
actions. These were also discussed in relation to the research process, which included
virtual interactions, and the existing protocols and recommendations, such as gathering
limits, depicted in the app.

“Automatically the human beings [are] social creatures, and because of norms
and cultures it’s hard to resist….It won’t be so easy to stop [gathering] and even
the virtual sense of reality now, virtual existence of things now. In reality, some
persons don’t feel that.” (Participant W2).

Participants shared perspectives on the potential of the app to support education and
knowledge sharing towards increasing risk awareness. This would have implications for
building resilience and adapting as the context and available information evolved.

“Appuseful in educatingpeoplewhat socialising could do in termsof transmissions
in community, Good for visualising spread of COVID”. (Participant A1).

A participant further shared that given the current context, the app could provide
useful support:

“I’m saying in my situation; it will be good for us (the app)” (Participant D1).

The need for mobility to facilitate necessary activities was highlighted in terms
of navigating the adaptations needed. ICTs were seen as a possible means to support
carrying out these activities.

“I would say why? - Let me use myself in that question. I would actually go to the
supermarket, supermarket canteens, the cashiers, other employees, other buyers,
other customers and all of that so you might -- We have to eat, we have to get
something, we have to have food in the house. We have to have - in the sense of
we cannot always stay in. Yes, some persons have to also work”. (Participant C1).

Some of the respondents noted their thoughts on the ongoing risk, and assessment
of the risk. The adaptability of the app to reflect scenarios or the selection of scenarios
for inclusion was a consideration in the design and participant assessment of the app.
One respondent indicated.

“Some people still don’t maintain the distance. None of them don’t maintain the
distance. I don’t think the distance has anything to do with it. If you are at a
distance, if you have to catch it, you will catch it the same way. If you wear the
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mask and you still have to catch it, you will catch it the same way. It’s just a risk
we’ve got to take.” (Participant W1).

Having explored the app, participants indicated some areas where they thought
the risk awareness assessment would be useful. This would reflect ideas related to
adaptability and building resilience in mitigating the effects of the pandemic.

“Because I don’t want to go close to anyone that have the virus and I don’t know,
because the virus doesn’t show on everyone so you don’t catch the virus so you
have to keep your social distance.” (Participant T1)

“Why choose to go to a large gathering? They [are] basically social events, so
a lot of them [are] funerals and sometimes they have parties. The restriction is
being lifted now, so persons are feeling now more free, so they want to go out and
try to feel some sense of normalcy” (Participant R2).

“You’re sayingwhat you’dwant to see-- It would have been nice to have a symptom
link or symptom page, so you go on and it says if you have these symptoms, you
contact your local authorities” (Participant C2).

In response to questions related to perceptions of the app, participants shared views
of the existing features and the implications for awareness of risks and responses to
the risks. The participants’ responses reflected continued adaptations to the COVID-19
context, and ways in which the information shared via the mobile app could contribute
to enhancing resilience during the pandemic.

“App useful to learn how one could be infected/infect others when attending gath-
erings. [My friends] they really think it is a good thing because at least they can
use something for a measure of it. Use something as a measurement. Now, what if
we are all there? It make them even be more aware. Even my friends when I spoke
to about it and they said it’s automatic.” (Participant T1).

“The app now is useful because every time you think about you remember you’re
supposed to wear amask, keep social distance or something like that”. (Participant
A2).

“It’s a good app and I would say it will help me so I could know that “All right
then, if there is 50 persons.” If I come on 50 persons on a daily basis within six
feet, I can get affected with the virus and it maybe takes-- Well as far as what the
app is showing me, it’s a possibility where you may not live because you have
shows that you have deaths, you have recoveries, you have hospitalized. I would
say you got-- It will give me and my family a chance to know what can take place
or what do take place or what can happen”. (Participant I1).

“In the case of-- For instance, COVID-19 itself, again, when I use the app, I think
it can help others to really understand the importance of following the guidelines
of social distancing and wearing a mask and so forth because for instance, if you
are not following the guidelines, you are going to ruin a lot of people exposing
yourself to other persons who might be infected with the disease”. (Participant
C2).
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“App very interesting, and it’s informative. I’m glad I really- because I knew
COVID-19 was a very deadly virus but I didn’t stop to think about how it could
spread and how fast in a period of time. The app was very, very informative and
it is an eye-opener”. (Participant S2).

5 Discussion and Conclusion

This paper explores aspects involved in the adoption of risk-mitigating technologies
through the development of a mobile application, COVID-Aware, to support informa-
tion sharing and visualization of health and safety protocols, and the implications for
individuals and communities based on the decisions made during the pandemic. Partic-
ipants’ perspectives on adapting to the use of the app on their mobile devices assisted
with exploring ways to share visualisations of this data, and their overall views of adap-
tations to the health protocols provided feedback for participatory development of the
app. Ethical considerations during the research included the work with the data for the
app, the approaches to interpretation, presentation and visualization of the data, and the
field work conducted virtually with participants using mobile platforms. Throughout
the study, concepts of technology adaptations and resilience (both digital and human),
and the connections between them in relation to the development of the COVID-Aware
mobile appwere explored.At a timewhere there is continued focus on individual and col-
lective responsibilities for managing the pandemic and balancing lives and livelihoods,
with some persons expressing the need for additional guidance on safety measures to
be adopted in a given context, approaches to visualizing and sharing information can be
helpful in mitigating risks. The data modelling and visualization within a community
context is also useful for research and practice.

Reflections on the process of design, development andparticipatory assessment of the
COVID-Aware app also illustrate someof the “bounce forward” resilience pre-conditions
discussed by Russpatrick et al. (2021). The existence of locally developed data models
based on community information facilitated the development of the predictive models
combined with the epidemiological models for other countries. It is recognized that the
ability to respond to the shocks requiring rapid adaptation and innovation also facilitates
learning and resilience for future crises or pandemics (Russpatrick et al. 2021).

The continued calls for increasing the messaging and communication around risks,
particularly given the length of the pandemic, highlights the considerations around
effective use of technologies to support risk awareness as we work towards increased
resilience. The resilience of the technology and the users is also a key factor in exploring
means of depicting the risks which may provide useful perspectives in the context of the
debates on balancing lives and livelihoods within the recommended health protocols.

As indicated by Sakurai and Chughtai (2020, p. 591) “Digital technology should
be used in a productive and ethical way to develop long-term resilience in society”.
This COVID-Aware app, through a multidisciplinary team approach, sought to utilize
technology to facilitate risk awareness andmeasures tomitigate the spread ofCOVID-19,
thereby increasing individual and collective resilience in a development context.
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Abstract. The application of artificial intelligence (AI) in education has brought
significant transformations to traditional models of education. Despite its poten-
tial to provide quality education, AI applications in education raise significant
concerns. The goal of this paper is to understand how to increase AI implemen-
tation in education by identifying practical benefits and challenges that must be
addressed if AI is to be harnessed to achieve Sustainability Development Goal 4.
Twenty-two interviews were conducted with AI experts. Several rounds of anal-
ysis of the interviews revealed five main themes: 1) the role of the teacher in AI
in education (AIEd); 2) the inclusion of students with intellectual disabilities; 3)
racial and data bias in AIEd; 4) design issues of AI-enabled learning systems;
5) and commercialization of AI-enabled learning systems. The findings of this
study contribute to the ongoing research on AI in education and help build a better
understanding of AI’s role in achieving SDGs.

Keywords: Artificial intelligence · AIEd · Sustainability development · SDGs ·
SDG4 · Education

1 Introduction

The recent wave of technological innovation is based on artificial intelligence (AI). AI
is considered to be a system that uses machine learning, data mining, computer vision,
language recognition and natural language generation to collect data and to predict,
recommend or decide the best line of action [1]. More recently, the United Nations
acknowledged that this pervasive emerging technology can rapidly accelerate progress
in pursuing its global agenda of sustainable development [2]. UN’s global agenda goals
regarding sustainable development, known as Sustainable Development Goals (SDGs),
cover a range of social, economic and environmental matters. Given the role of educa-
tion as an enabler of economic development, one of the SDGs deals specifically with
education, namely SDG4, that is, “Ensure inclusive and equitable quality education and
promote lifelong learning opportunities for all” [2, 3]. AI is already changing the edu-
cation sector. Students now have the capability to find information at their fingertips
through educational software and reactive products such as Leapfrog, Amazon’s Siri
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and Google’s Alexis [4, 5]. AI offers unprecedented opportunities to humanity and thus
solves educational challenges, such as expanding the availability of education, making
learning more interactive and personalising learning [6]. AI applications are increasing
in the field of education, from laboratory setups to contemporary and complex learning
systems. A great example of such systems is AI-enabled adaptive learning systems (AI-
ALS) and Intelligent Tutoring Systems (ITS), which promote adaptive learning. The
application of AI in education (AIEd) has increased due to its promising potential to
provide personalised and adaptive learning, provide instant and correct feedback, facil-
itate meaningful interactions and improve students’ engagement. Moreover, AI has the
potential to have a major effect on administrative tasks, data mining and data analyt-
ics due to its powerful processing capabilities. AI is also used in learning assessments,
such as grading essays [7]. AI offers other great opportunities, such as the integration
of serious games into ITS and intelligent agents in the form of chatbots. Thus, AI has
been transforming the ways of teaching and learning in education and has contributed
to maintaining high-quality teaching during global crises, such as the pandemic [8].

The potential and importance of such systems is well established; however, AI-
enabled learning interventions and applications, especially AI-ALS, remain largely at
the experimental stage [9, 10]. A recent literature review noted a critical gap between
what AI-ALS could be and can do and what the current systems do in terms of how they
are implemented in real educational environments [11]. There is a severe discrepancy,
which has been consistently noted between the potentials of AI-ALS and their actual
implementation in real teaching and learning settings [12–14]. The increased need for
AI-ALS to be further utilised and adopted more quickly in education demands more
empirical research on the implementation and evaluation of these systems. Moreover,
AI has yet to be adopted in most of the poorest regions of the world. AI can provide
financial and intellectual superiority to some countries, while other countries will be
left behind [4]. Thus, the provision of more inclusive access to education to all students
using AI in less affluent countries is a persistent challenge, as AI is still an unknown
concept in such a context [15]. Moreover, research reports such as UNESCO (2021)
have connected AI and SDG4, but little research has been done on the evidence-based
implications of AI in schools and universities. With AI evolving rapidly in the education
field, issues such as the integration of AI-ALS systems within real education contexts
need to be addressed. Hence, more research is needed to understand how to increase the
implementation and adoption of AI in education (AIEd).

Thus, this article identifies the existing practical benefits of AI in education and the
challenges that need to be addressed in harnessing AI to achieve this SDG. Therefore,
the motivation for this research is to investigate the following research question:

RQ: How can researchers, developers and designers successfully integrate and
implement AI technologies in education to accomplish SDGs in quality education?

To address our RQ, in-depth interviews with AIEd technological experts who are
knowledgeable about the design and development of AI-ALS. The findings of the study
contribute to the ongoing research on AI and show how IS research can lead the way
in harnessing AI to achieve SDG4. Moreover, it contributes to ongoing research on the
digitalisation of education and shows how IS research can lead the way in designing
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the learning systems of the future. Better education, especially in a developing context,
would lead to significant benefits for such societies and positively affect other SDGs,
such as SDG5, SDG10, SDG9 and SDG16. Henceforth, this article will help the AI
in Education (AIEd) community build a better understanding of AI and SDGs. In the
following sections, the theoretical background is provided. The author provides a liter-
ature review of the opportunities and challenges of AI in education. Then, the author
describes the research design of the study in detail. The data collection and analysis steps
are described and elaborated upon in detail. Finally, the findings are inductively derived
and discussed in the context of what happens in practice and in the existing literature.
This paper then concludes with the implications of the study and recommendations for
future research.

2 State of the Art: Vis-à-vis Opportunities and Challenges of AI
in Education

Artificial intelligence (AI) has advanced and has been widely adopted in various fields,
including education. With AI technology thriving in recent years, its applications in the
form of AI-ALS have increased [16, 17]. AI-ALS are generally digital learning tools
enabled by AI that “adapts, as well as possible, to the learner, so that the learning pro-
cess is optimized, and/or the student performance improve” [18]. AI-enabled adaptive
learning systems (AI-ALS) are platforms that adapt to the learning strategies of students,
changing and modifying the order and the difficulty level of learning tasks based on the
abilities of students [17, 19]. These systems support adaptive learning (i.e., personal-
isation of learning for students in a learning system) in a way that allows the system
to deal with individual differences in aptitude [16]. Most recent AI-ALS include Smart
Sparrow, Knewton, Fishtree, INSPIREus, ProSys, QuizBot, OPERA, LearnSmart, Con-
nect ™, ACTIVEMATH and Student Diagnosis, Assistance, Evaluation System based
on Artificial Intelligence (StuDiAsE) [11]. AI-ALS was developed to help address most
challenges that occur in technology-enhanced learning environments. These include
resource limitations, difficulty in students attaining and mastering their learning skills,
variety in learning abilities of students and diverse student backgrounds [11, 20]. AI-ALS
motivates students to embark on their own learning journeys through automated feed-
back cycles in these systems. The ability of AI-ALS to enable the personalised learning
of students sparks in them interest in the field of education and thus increases students’
enthusiasm [16]. This is mainly due to the promising potential of the systems, such as
providing customised learning to students (adaptive learning), offering fast feedback and
dynamic assessments and facilitating meaningful group collaboration and engagement
in learning settings [21]. In addition to AI-ALS, other AIEd technologies include ITS,
expert systems and chatbots [22].
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Fig. 1. Benefits and challenges of AI in education [22]

Such advances in contemporary educational technologies and digital education have
sparked increased interest in enhancing teaching and learning [23, 24]. Figure 1 illustrates
the potential or proven benefits of AI in education. AI-ALS and other AIEd technologies
facilitate learner engagement, varied interactions with learners, and improvement of
learning outcomes, in addition to helping lecturers and administrators identify gifted
and at-risk students, monitor learning progress and provide feedback [22]. AI offers
other great opportunities to meet SDGs for quality education globally. For example,
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issues such as teacher modelling and multimodal interaction, emphatic systems and the
use of educational robots offer unprecedented opportunities for research into issues such
as diversity, inclusive education, equitable quality education and ethical concerns [25].
Moreover, AI in education contributes to addressing long-term educational targets (i.e.,
as part of SDG4). These include attaining and learning 2st Century skills; universal
access to global classrooms; lifelong and life-wide learning; interaction data to support
learning; and mentors for every student [26].

Although AI holds great promise for providing quality education for all, its appli-
cation in education comes with challenges. [2, 3] have pointed out several challenges
and risks of implementing AI in education that can thus affect SDG4’s realisation.
These challenges include ensuring the equity and inclusion of AI in education. The least
developed nations, as it stands, risk suffering other technological, social and economic
disadvantages due to AI [3]. In addition, developing quality and inclusive data systems is
another concern. Other concerns in implementing AIEd include ethics and transparency
in the collection and use of learners’ data; preparing teachers for AIEd while preparing
AI to understand education; and developing a comprehensive public policy on AIEd for
sustainable development. AI has raised significant worries and ethical concerns, such
as replacement of teachers, job loss and algorithmic bias [27]. Furthermore, AI has the
potential to aggravate inequality and further entrench the control and supremacy of big
tech companies [28]. Access to affordable electricity, internet and smart devices, which
are prerequisites for AIEd, are not equally distributed in developing contexts and may
instead present new forms of inequalities. There has been little demonstrable positive
impact of AI on education in terms of enhancing equity and quality [29]. In addition,
although the provision of quality education is at its core, the role of digital infrastruc-
ture and technology in the realisation of SDG 4 is not addressed commendably in the
SDG4 targets. Therefore, the impact of AI on students, teachers and society in general
has yet to be determined [2]. Issues such as the effectiveness of AIEd interventions, the
choice of pedagogies used in these interventions, gender-equitable and AI for gender
equality and data ethics have yet to be addressed. Thus, this research aims to address the
above-mentioned gaps by identifying the practical benefits and challenges that must be
addressed to increase AIEd implementation.

3 Research Design and Methodology

I followed Yin’s [30] argument that qualitative research methods address “how” ques-
tions. Therefore, the research design for this study is based on a qualitative research
methodology. Grounded theory was used to guide the study, as it served to explain in
conceptual terms what actually occurs in practice. The theory also helped in interpreting
the collected data and extracting the literature during the study [31]. The author con-
ducted an empirical examination of theDPs using expert interviews and content analysis.
AI technology experts involved in the design, development and extensive research on
AI in education were interviewed. Content analysis was used to code phrases, sentences
and paragraphs. The results obtained were used to discuss the benefits of implementing
AI in education and the challenges that need to be addressed. In the following sections,
the data collection techniques and analysis are described and discussed.
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3.1 Data Collection via Expert Interviews

Throughout a 3-month period, a series of semi-structured interviews with experts were
conducted. This method was used to explore and understand the perspectives of AI tech-
nology subjects involved in developing, designing and implementingAI-ALS.Moreover,
this method was considered suitable because the author could collect in-depth informa-
tion fromseveral experts across theworld during the pandemic. The expertswere selected
using the snowball sampling technique based on their publications and work. This tech-
nique was quite practical, since it allowed us to collect data during a pandemic. Relying
on a literature search and Google Scholar profiles, the author identified 143 experts who
had published research on AI-ALS and appeared to be active in the AIEd community.
Theywere randomly selected using a convenience sampling technique. The experts were
then contacted via email. Data were collected until theoretical saturation was achieved
on various aspects of participant experiences and perspectives regarding the develop-
ment, design and implementation of AI-ALS—the focus of this study. The demographic
profiles of the experts are presented in Table 1. The interviews were conducted face-to-
face using a video conferencing tool. All interviews were anonymous and confidential.
The expert interviews lasted between 45 min and 1 h. The questions in our interviews
were used to help answer the main research question. The semi-structured interview
questions focused on the implementation status of AI-ALS, its major benefits and the
perceived challenges in its implementation. The interviewer asked probing questions for
further elaboration based on the information provided by our experts. The interviews
were conducted in English, although some of the interviewees and the interviewer’s first
language was not English. Thus, some of the nuances of the language may have been
lost during the transcription of the interviews.

Table 1. Profile of the respondents

# Organisation Expert category Role Country

1 University Researcher, Designer,
Developer

Academic Australia

2 University Designer, Developer PhD Student Switzerland

3 Consulting Company Researcher Project Manager France

4 Research Lab Researcher Academic Tunisia

5 University Researcher Academic Switzerland

6 Industry Designer, Developer Software Engineer UK

7 University Researcher Academic Germany

8 Research Centre Researcher Co-Director UK

9 University Researcher Academic USA

10 University Designer, Developer PhD Student USA

(continued)
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Table 1. (continued)

# Organisation Expert category Role Country

11 Research Lab Developer, Researcher Head of Research Lab Russia

12 University Researcher Academic China

13 University Researcher Academic UK

14 University Designer, Developer Academic USA

15 University Researcher Academic Brazil

16 University Designer, Developer Academic Singapore

17 Research Lab Designer, Developer Academic Morocco

18 University Developer, Researcher PhD Student South Korea

19 University Researcher Academic Ukraine

20 Research Centre Researcher PhD Student USA

21 Research Lab Researcher Academic UK

22 Research Centre Researcher Academic USA

The semi-structured interviews were conducted from July to November of 2021.
These interviews took place mainly at the most convenient time for the interview sub-
jects. The interviews were conducted face-to-face using a videoconferencing tool. The
interviews were transcribed verbatim, focusing mainly on spoken words. The text tran-
scripts were stored on a secure file served and identifying labels were removed from the
file names.

3.2 Data Analysis

After the interviews were conducted, they were transcribed. The interviews were
recorded, both in video and audio formats, and represented in total approximately 22 h
of conversation. This was a large amount of qualitative data, and each recording took
6–8 h of transcription work. The author independently transcribed the English-language
transcriptions using qualitative data analysis software (NVivo). The transcriptions were
then reviewed and inspected for accuracy and corrected if needed. The coding and evalu-
ation of the expert interviews were then conducted through qualitative thematic analysis.
This method is the most comprehensive and precise approach to analysing data collected
qualitatively [32]. An open coding process, according to [33], that generates first order
codes/themes was used. An initial list of generated codes was first developed based
on the identified sentences and paragraphs. Pattern coding was employed for the cat-
egorisation of the coded data. Pattern coding was used to move from an unrelated list
of codes to central themes that could be explored. This was done through a process of
constant comparison between the initial codes, where common patterns were detected
and thus organised into first-order themes. In any IS research, it is important to build
on the obtained prescriptive knowledge to provide solid grounding [34, 35]. Through
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an iterative approach of developing, revising, comparing and recategorizing codes, five
major themes and their multiple sub-themes emerged.

4 Discussion of Findings

This section presents the findings of the data collection. The findings reported in this
paper are based on the analysed data collected from 22 interviewees. Of the 22 experts
who were interviewed, 6 were female and 16 were male. The majority came from the
USA (5), followed by the UK (4) and Switzerland (2). Moreover, the majority of these
experts came from universities and research groups (Fig. 2).

Fig. 2. Demographics

Five major themes emerged after the analysis. The themes were based on experts’
perspectives on the implementation status of AI-ALS, significant practical benefits of
AI-ALS and the challenges perceived during the implementation ofAI-ALS. The themes
included 1) the role of teachers, 2) racial and data bias, 3) inclusion of students with
intellectual disabilities, 4) commercialisation of AI-ALS, and 5) cultural design issues.
Each of these themes is further detailed in the remainder of this section.

4.1 The Role of the Teacher in AIEd

The value and role of the teacher in AIEd was a prominent theme discussed by the
experts in this study. The majority explained that the intention of building AI-ALS was
not to replace teachers in educational settings. The following are excerpts of experts’
statements on the value of the teacher:

“There are some people in AI and education who kind of see themselves as replac-
ing teachers, which I think is nonsense. Even if it sorts of worked, it would be non-
sense, you know, because actually, education is preeminently a social interaction
between teachers and learners in in a social context”. (Expert 12)

“And I just think that’s important to reinforce is there’s nothing in learning
analytics as a paradigm that seeks to replace a teacher”. (Expert 21)
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“One of the things that I strongly believe is that we’re not trying to develop a
system that replaces teacher. It would be something teachers use to help them and
that would be with the teachers being present a lot of the time as well. So it’s not
like how our students have had to suffer during COVID restrictions, where they’ve
just been stuck in front of a screen on their own… (so) we didn’t envisage a system
that will replace a teacher…”. (Expert 13)

“I don’t know about your country or other countries, but there are still teachers
here who feel they are being replaced and they don’t like it at all. With the ones
who build it, we never thought of replacing teachers. I mean, teachers have an
incredible and difficult job to do, and I’ve never thought of replacing them”.
(Expert 20)

“…If we’re going to talk about any kind of artificial intelligence that exists within
the field… it should be artificial intelligence that is applied to that specific prob-
lem…. (And thus) of how do we use artificial intelligence not to replace teachers,
but to assist teachers in doing their job better”. (Expert 20)

Hence, teachers play an important role in AIEd. Some teachers understand the bene-
fits of using AI in their classrooms. Expert 13 gave good examples of teachers’ positive
perspectives on AI-ALS. She stated: “As the positives for the teachers were that they
thought it would actually free them up to do other things. They thought it would be, you
know, when you’re trying to share your time between lots of different students, you could
maybe take your eye off the ball with ones that were doing well and spend more time with
those that were struggling. And the fact that they will be developing their own versions,
as the idea is to give them a platform that they could then tailor themselves”. Expert 20
also highlighted how teachers enjoyed uploading their own content on these systems,
specifically the ASSISTMENTS system. ASSISTMENTS has been successfully and
widely adopted in the USA because “it gave teachers templates for creating new content
that teachers can use to make their own problems… that their students can work on,
and that they can share with other teachers. They don’t have to do the rigorous skill
mapping or the misconception mapping because that takes a load of time and teachers
don’t have time to do that”. Thus, these advantages, in addition to providing teachers
with information about their students using learning analytics, encourages them to use
AI-ALS. This helps harness AI to achieve SDG4.

Nevertheless, teachers also displayed negative attitudes towards AI. The overwhelm-
ing negative attitudes of teachers towards AI-ALS were defined by the heavy workload
related to designing each course or discipline with a modular approach, and thus pop-
ulate the different aspects of the platform (Experts 2, 11 and 13). Most teachers tended
to be busy and had specific plans and thus felt that AI could be disruptive (Expert 10).
Teachers also felt that they needed to have some sort of incentive to do suchwork (Expert
1) or have technical support to help develop their content in these systems (Experts 1
and 5). Moreover, teachers felt that the systems enabled by AI were too advanced, com-
plicated or hard to understand. Unlike learning management systems such as Canvas,
AI-ALS resemble a “black box” that was inflexible for teachers to use (Expert 9). Teach-
ers not being technologically and pedagogically skilled to use AI-ALS discouraged them
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from embedding such systems in their classrooms (Experts 2, 14 and 21). Thus, it was
challenging to find lecturers who were willing to use AI-ALS in their curricula.

4.2 Racial and Data Bias in AIEd

Other significant themes that emerged in this study were data bias and racial and inequal-
ity issues. Several researchers, such as [36] and [37] have explicitly identified case issues
related to data, racial and other ethical concerns in AIEd. Expert 20 provided reasons for
the existence of such racial and data bias: “I’m sure that you know a common critique
of the field is that it’s predominantly white and male, and a lot of the algorithms that we
produce are really good at predicting people who are white and male but tend to strug-
gle in a lot of different areas”. Moreover, due to racism and inequality existing in most
countries, there has been unequal access to quality education. Expert 14 highlighted this:
“Because of the racial split in the United States, it’s the poor and the urban, the people
whose parents had to go out and work… parents who had a frontline job or we’re in the
service sector…that didn’t get any support to study and work online…Is the same in the
United States as anywhere else, you know, poor people…urban people get an inferior
education. In the United States, especially because of COVID, the country is starting to
admit that’s a huge racial bias and huge lack of resources for students of color”. Gupta
et al. (2020) indicated that access to affordable broadband internet and smart devices,
which are prerequisites for digital education, are not equally distributed and thus may
introduce new forms of inequalities. Therefore, racial bias and inequality affect SDG
targets related to providing free, affordable and quality education to all women and men
(Targets 4.1 and 4.3). Other barriers that affect AI implementation in terms of meeting
SDG4 were incorrect use of data and issues relating to modelling false negatives and
false positives (Experts 12 and 21). Expert 12 elaborates on this: “Let’s take the example
of looking for evidence that a student is not doing too well and need extra help. They
look over past data about students and they try to find patterns in the data which say
these students look like they need help. So, they compare the new student against data for
those previous. Now that can kind of go wrong because you can get false positives and
false negatives; you can end up offering a student who’s doing perfectly well extra help
which he or she doesn’t need. That’s not too dangerous, but it’s a waste of resource”.
Thus, the wrong application of AI models and racial and data bias are crucial issues to
be addressed.

4.3 Supporting Students with Intellectual Disabilities and Autism

One of the other interesting insights identified in this study was the application of AI
in assisting students with autism and intellectual disabilities. Much research has been
conducted that reveals the positive outcomes of using AI in the field of intellectual
disabilities (Kazimzade, Patzer, & Pinkwart, 2019). Expert 13, for instance, conducted
research to determinewhether adopting technology inAI-ALS can help people who have
cognitive challenges with school-based learning. Expert 6 also employed AI-ALS in two
vocational schools for students who needed special educational assistance. Inclusive
education is a target promoted in SDG4, with the explicit objective of ensuring equal
access to all levels of education for persons with disabilities (Target 4.5). Thus, AI
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demonstrated effectiveness in meeting SDG4. However, several barriers were identified
in using AI to assist such students. Onemajor barrier was capturing students’ data issues.
Expert 13 gave the following example: “There was one (student) that I was working with
who wouldn’t look at the camera, so we couldn’t pick up lots of things. She sat sideways
the whole time”. Expert 6 identified this as well: “Students with special education needs
might not want to sit behind a computer patiently for a very long period of time; they
might find it boring”. Such cases impede the collection of student data, which could
build a better future for AI-ALS systems. Other barriers highlighted were time and
money issues. Again, Expert 6 elaborated on this: “There is a lot of popular tools that
teachers might already have in a special educational needs environment. They might
not be translatable very easily to this (AI-ALS) system (in terms of content etc.), which
might cause the adoption to be very expensive and time taken so it’s all of that”. Such
barriers impede the role of AI in implementing SDG4.

4.4 Culturally Sensitive Design Issues of AI-ALS

Culturally sensitive design issues have also been identified as another theme.Mohammed
and Watson [25] has explicitly identified and examined issues related to challenges
faced when AIEd technologies aim to incorporate culturally sensitive design features.
Contemporary learning systems, such as AI-ALS, are sometimes not adopted simply
because of cultural design aspects. For instance, there are cases of contemporary learning
systems that were built for one ethnicity being used for another. A good example of this
was given by Expert 12: “Let’s say university has got a lot of Chinese students but
the (learning system) model was built on European students. Now it could be that a
Chinese student who maintains you know much calm face no matter what, is not helped.
Because the model has been built on European students. So, I mean, we’ve gone offside
bit sideways slightly, that is an educational consequence of building models you know”.
Thus, a lack of insufficient data for other ethnic groups impedes ensuring the provision
of quality education for all (SDG4, Targets 4.1 and 4.3). Another example of cultural
design mistakes was highlighted by Expert 5, in which they conduct projects for German
companies that produce and develop systems in China: “Their way about thinking and
training is of course a German way of thinking about teaching and learning. So, what
they do is they translate everything to Chinese and deploy it there. And (then they)
are surprised that it doesn’t work because apparently the culture refrain for a Chinese
person. We know from interface design that Asian cultures have a different preference
for interfaces. It’s much more blinking and shining…So you need to translate that also
to learning systems, right…And out of the blue you end up with what we would call
cultural design of such systems”.

4.5 Commercialisation of AI-ALS

There have been efforts to adopt AL-ALS widely and to commercialise it, which were
initially developed in research. Expert 1 gave an example of Pearson acquiring the Smart
Sparrow system. This system was initially developed by the University of New South
Wales by the Adaptive eLearning Research Group at the School of Computer Science
and Engineering. Expert 13 also discussed the commercialisation of AI-ALS: “It was
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interesting…actually one of the aims of EU funding is try get you to the stage where
companies are just ready to bite your hand off and take this product for commercial
development. And we did have lots and lots of contacts, so when we had the final review
meeting, the people who were responsible for commercialisation of it gave lots of com-
panies…”.The commercial development of AI-ALS has assisted in the wide adoption of
these novel learning systems and can thus help achieve SDG4 by ensuring equal access
to quality education (Target 4.3).

However, despite the significant efforts, there are still issues that challenge the ability
of AI to meet SDG4. One identified issue is the fact that some AI-ALS have become
proprietary systems and thus no longer affordable and free. Expert 1 expressed his
disappointment in detail: “And I believe…a major reason why these systems are not
widely adopted. First, because they are expensive because they are proprietary, so they
are closed systems and people want things that are more open, that they can develop
something, that they can reuse, you know, and export. And that’s a major problem,
because if I look back and I see the work that was involved and then I cannot really take
advantage of it, it it’s really disappointing”. Expert 13 also noted that she did not see
anything being done by companies responsible for the commercial development of AI
systems after their review meeting during the EU funding process.

5 Implications and Recommendations

A nation’s development is generally determined by the quality of education its soci-
ety provides. This is substantiated by the United Nations’ decision to formulate SDGs,
including SDG4, which focuses on education [38]. To achieve SDG4, three key areas
need to be addressed: education facilities and learning environments that are safe and
equipped with advanced technology, support for students to obtain regular access to
education (financial and otherwise) and an adequate supply of qualified and motivated
teachers [39]. At present, AI is becoming increasingly important and integral to sup-
porting global sustainability trends and quality education. Researchers and innovators
using AI-ALS are advancing education and assisting in achieving SDG4. [2–4, 40] and
[15] show the importance of AI in SDG4. We extend these findings by conducting a
qualitative case study on the role of AI and identifying benefits and challenges for AIEd
implementation. This study contributes to ongoing research on howAI can provide qual-
ity education for all. The study also contributes to the literature by identifying challenges
impeding AIEd implementation, such as algorithmic bias and poor representativeness.
The study provides important insights for practitioners and educators who are inter-
ested in using AI to achieve SDG4. In this section, the implications of the study and
recommendations for future research are discussed.

One of the practical implications of this study involves the role of AI and teachers in
education. More research should be done to reinforce the role of AI in assisting teachers,
not replacing them. Several studies, such as [41, 42] and [43], have discussed this issue.
Moreover, there should be more research on the benefits of AIEd implementation. These
benefits include helping reduce the teachers’ workload, communicating with students,
helping students, and improving the effectiveness of systems in tutoring students (Experts
10 and 21). Another recommendation is to train teachers on how to use AI-ALS so
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that they can improve their teaching and productivity (Expert 5). Teachers should be
encouraged to learn new digital skills to use AI in a pedagogical manner, while AI-ALS
developers should also learn how teachers work to create sustainable solutions in real
educational settings [3]. Further research on the pedagogical aspects of AI-ALS should
also be conducted. Expert 18 stated that the above is possible throughmore collaboration
(interdisciplinary work) between educational (pedagogy) and technical experts. Thus,
the call for invitations for AI experts and educational researchers to fully collaborate in
the technological innovation process will further advance AIEd [22].

Moreover, developers and researchers in AIEd should have a contextual understand-
ing of the learning systems enabled by AI. It is noteworthy to consider and understand
education in its social context. Education is preeminently a social interaction between
teachers and learners in social contexts (Expert 21). The main objects of any educational
setting are human learners and teachers. Thus, there needs to bemore attempts to develop
systems that take account of all the main players in a complex educational ecosystem
[44]. In terms of data and racial bias, it is preferable to develop algorithms based on
groups of people rather than on an individual level. According to expert 20, it is more
effective to find meaningful statistical differences at the group level and personalise
around that information than to personalise down to the individual level. Programming
for four or five different groups is much easier and also makes it easier to evaluate out-
comes. AI-ALS designers and developers will be better equipped to produce positive
education outcomes if they are more willing to think about the different kinds of people
their systems serve [45, 46]. In addition, algorithms should be tested to determine how
they affect specific groups of people (such as those defined by race and gender) before
deployment [47]. Furthermore, members of communities affected by algorithms should
be involved throughout the development process and the use of algorithms in education
[36, 48].

Finally, the other barrier identified in this study that needs to be addressed is time,
financial and other resource constraints, such as poor internet connectivity. Developing
and designing AI-ALS involves a lot of investment in terms of time, finances and even
human resources (Experts 21, 1, 19 and 2).Moreover, limited time can lead to developers
acting negatively, as they “kind of cut corners and so don’t necessarily reach the full
potential of AI-ALS” development projects (Expert 10). In addition, AI-ALS rely on
good internet; hence, poor internet connectivity can limit the implementation of AIEd.
Therefore, it is recommended that administrative and financial support should be pro-
vided to support AIEd implementation. In the USA, for instance, during the pandemic,
there was a major effort to ensure students have the resources to study online. Some stu-
dents in resource-constrained environments were handed with computers and internet
installed in their homes (Expert 14). The State Department also provided teachers with
money to purchase online learning systems that helped teach their students during the
pandemic. Moreover, the use of existing resources, such as iPhones, for facial tracking
data collection will help alleviate cost and integration barriers (Expert 6). Moreover,
collaboration among different research groups and institutions can render the issue of a
lack of administrative and financial support (Experts 4, 19 and 18). The above-mentioned
recommendations are only a few examples of how AI could help make education more
inclusive and accessible.
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This study has several limitations due to its nature. The sample population chosen
might hinder the transferability and generalizability of the study, given that the author
worked with a small sample, who were primarily from developed countries. Thus, given
the small sample size of the study, further research should focus on incorporating more
perspectives from other experts in the AIEd community. Moreover, further research
should include more perspectives from experts in developing countries.
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Abstract. Machine learning, a field of artificial intelligence application, will pro-
foundly impact countries in sub-Saharan Africa (SSA) in the next few decades.
The extent of the impactwill depend largely on the countries’ readiness. Roadmaps
and research agendas towards implementing machine learning for development
(ML4D) exist, but little is known about the state ofML4D research in sub-Saharan
Africa. Guided by an existing ML4D roadmap, we conducted a critical literature
review on selected research publications papers published from 2010 to 2021
with the aim of describing the status of SSA ML publications and informing
future research. This should be of interest to researchers and funding organizations
investigating the potential impact of ML4D projects in the SSA region.

Keywords: ML4D · AI4D ·Machine learning · Development · Artificial
intelligence

1 Introduction

The relationship between information and communication technologies (ICTs) and inter-
national development is dynamic and constantly evolving (Heeks 2020a). The geopo-
litical discourses on technology adoption have evolved from techno-centric approaches
aimed at replacing human capacity, to more holistic design perspectives aimed at aug-
menting human capacity and enabling meaningful human practices in which technology
plays a part. Digitalisation has paved the way for datafication, themasses of digital traces
left by people and technologies in online spaces and the proliferation of advanced tools
for the integration, analysis, and visualization of data patterns for purposes of decision
making and commercialization (Flyverbom et al. 2019). Nonetheless, society still needs
to come to terms with artificial intelligence (AI) applications where those applications
are used to augment and, increasingly replace human decision making in data intensive,
socially sensitive decision processes like loan-approvals, hiring and granting parole to
people (Mehrabi et al. 2021). This is especially challenging for sub-Saharan African
(SSA) countries, some of which are still coming to terms with issues surrounding the
first three industrial revolutions, e.g. problems relating to universal access to electricity,
mechanization of production, and industry automation (Butcher et al. 2021).
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Against the background of SSA countries having severe challenges in preparing
for the optimal and sustainable use of AI, it is imperative to align the efforts of the
different stakeholders by having a shared conceptualisation of what is feasible and what
is advisable. The focus of this paper is on Machine learning (ML), a subset of AI
that refers to the ability of computers to process information relating to a specific task
and use the results to adjust their behaviour to maximise their chances of achieving
their goals without being explicitly programmed to do so (Mann and Hubert 2020).
There are clear benefits to algorithmic decision-making. Machines can take into account
orders of magnitude more factors than humans can and machines do not become tired or
bored (Mehrabi et al. 2021). However, like humans, algorithms are vulnerable to biases
(Ferrer et al. 2021). This can lead to digital discrimination, whichmeans users are treated
unfairly, unethically or just differently based on their personal data that is automatically
processed by an algorithm (Criado and Such 2019).

Africa has been aplayground forWestern researchers (Bai 2018).While their involve-
ment has produced significant positive outcomes in terms of research impact (van Biljon
and Renaud 2019) it is important to guard against Africa becoming a dumping ground
for perceived challenges, imposed problems and barriers which limit the use of AI in the
attainment of sustainable development objectives. In trying tomake sense of theAI value
proposition and the consequences of adoption, researchers can become polarized along
disciplinary lines. Researchers in the physical sciencesmay focus onAI-related solutions
and progress which creates a positive AI narrative, while researchers in the humanities
focus on the biases and discrimination which create a negative AI narrative. As noted,
finding solutions to bias and discrimination in AI requires robust cross-disciplinary col-
laboration (Ferrer et al. 2021). Therefore, the different stakeholders need to interact to
ensure a contextually sensitive, holistic approach; if there is no shared awareness and
interdisciplinary knowledge exchange is not managed, then it can lead to siloed thinking,
ill-advised actions and policies.

The advancements of AI are set to continue and impact all countries, regardless of
their geography, actual or perceived readiness to benefit from the use of AI and other
emerging (Butcher et al. 2021). ML applications have proven valuable in addressing
some problems associated with less developed contexts and there is the undeniably
potential to extend human capabilities. However, to harness the benefits of technology
and to blunt its worst disruptions, developing countries will need to take rapid action
to ensure they can compete in the economy of the future, specifically by investing in
health and education as the building blocks of human capital (World Bank Report 2019).
Accordingly, the potential of ML technology when investigating SSA problems merits
attention but there are numerous challenges to consider (Mann andHubert 2020). Besides
the problems with data availability, computing capacity and relevant skills (Weber and
Toyama 2010), there is the risk of introducing bias, in the data and/or the algorithm. To
manage the complexities of adopting ML4D solutions research it is necessary to formu-
late theorizations that can guide the consideration of goals, prerequisites, stakeholders
etc. To address this problem, research agendas (Butcher et al. 2021; Smith and Neupane
2018) and a ML4D roadmap (De-Arteaga et al. 2018) have been developed to guide
the adoption of AI technologies. Given the dynamic, ever-evolving nature of ICT4D a
critical overview of SSA literature published on ML4D could be useful to improve our
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understanding of what has been published and to inform future research in the domain.
The rest of the paper is organised as follows: Sect. 2 will provide an overview of the
relevant literature, Sect. 3 will present the research design, results and findings with the
conclusion being discussed in Sect. 4.

2 Overview of Related Literature

2.1 ICTs and International Development

Information and communication technology for development (ICT4D) refers to the aca-
demic field concerned with the use of ICTs for international development with the focus
on the so-called developing countries and particular emphasis on the less materially
advantaged members of those societies (Walsham 2017). Sein et al. (2019) argue that
three concepts, namely ICT, D and the catchall term ‘4’ or ‘for’ lie at the root of the def-
inition of the interdisciplinary ICT4D field. Related to each concept is a specific group
of theories, the first group focuses on Development theories i.e., What is development
(D)? The second group focuses on theories conceptualizing ICT, i.e., What is ICT in the
context of development? The third and final group of theories focus on transformative
processes linking ICT to D i.e., How does ICT make D happen?

An in-depth discussion of these groups of theories and the three ICT4D components
are beyond the scope of this paper where the focus is on the ML research that has been
conducted in the ICT4D domain. Digital information and communication technologies
(ICTs) impact international development on the micro and the macro levels. At the
macro level, many studies have employed quantitative data analyses to investigate the
impact of digital information and communication technologies (ICTs) on international
development. For example, Bankole and Mimbi (2017) used previous research in the
domain to propose a research direction for macro/micro level impact of ICT on national
development on the African continent while Gwagwa et al. (2020) considered policy
responses to AI. At the micro (individual) level, impact can be viewed through one or
more of the following lenses: (1) economic development as accumulation of financial
capital, (2) livelihood development as accumulation of livelihood assets; including not
just money but also health, skills, information, etc., and (3) capabilities development
as greater freedom on what to be and to do (Heeks 2014). From the livelihoods and
the capability view of the micro level, the core development concept of context comes
into play. Sein et al. (2019) argue that any holistic understanding of the use of ICT for
development needs to include a contextual understanding of the theoretical premise of
ICT, development and the transformative process bywhich ICTmay lead to development.
Taking a cultural view of context, Davison and Martinsons (2016) argue that in an
increasingly globalised world, the context of locally distinctive values and behaviours
will become more important.

As noted, the relationship between ICTs and development is constantly evolv-
ing (Heeks 2020a). Considering poverty alleviation as the main driver in ICT4D 1.0
marginalized the poor in developing countries allowing a supply-driven focus character-
ising users largely as passive consumers; ICT4D2.0 focuses on centralizing them thereby
creating a demand-driven focus which characterized them as active producers and inno-
vators (Heeks 2020b). Now ICT4D 3.0, also described as digital-for-development, is



366 J. van Biljon

emerging as a new paradigm between digital technologies and international develop-
ment. Several factors support the ‘digital-for-development’ drive. The shift in focus,
from the proliferation of communication and information to the extraction of knowledge
from the resulting data (Mann and Hubert 2020). The interest in and the availability
of open-source data (Kitchin 2014), the advent of deep learning, and the proliferation
of machine learning tools (Kumar and Sharma 2021). These developments created the
expectation that AI as a tool could be used to solve many of the developing world’s
problems like the unrealistic expectations once associated with ICT4D.

Considering the issues and contentions in responsible business and digital transfor-
mation, Flyverbom et al. (2019) consider themost common ethical issues at the upstream
level to be the violation and intrusion of privacy, the consent of the data provider, and the
transparencywithwhich big data companies collect the information. Clearly, those issues
could apply to developing contexts too. Given the potential risk of bias in the datasets
selected and in the algorithms applied (Ferrer et al. 2021), we are at risk of perpetuating
historical and contemporary socioeconomic disparities if the research problem, design
and interpretation of the findings are not contextually sensitive. The next section will
briefly review AI, ML and International Development.

2.2 Artificial Intelligence, Machine Learning and International Development

Weber and Toyama (2010), when considering on-the-ground projects in development,
highlight the following challenges to using artificial intelligence techniques to impact a
poor community (a) finding large-scale data in an appropriate format, (b) the low cost of
labour and (c) the fact that a lack of intelligence is often not the bottleneck. Mann and
Hilbert (2020) identified the tension between global efficiency and local needs as one of
the issues at the crossroads of AI/ML and development. For example, automating labour
conflictswith local need for jobs.Resolving, or at least, balancing these tensions is pivotal
in the quest to harness the potential of AI/ML techniques and practices for designing at
themargins. For example, the ability to perform automatic pattern recognitionmay prove
useful when experts are either costly or unavailable in a specific country or region (Weber
and Toyama 2010).While acknowledging the real challengesmentioned regardingAI4D
(with ML4D as sub-field) we argue that there is value in researching the use of AI
for development by researchers in developing contexts. Resource-constrained contexts
have implications for socio-economic development efforts in the sense that resources
are scarce and should not be wasted in pursuit of non-practicable and unsustainable
solutions.

To guide future investments in capacity building for responsible AI development
and deployment, (Butcher et al. 2021) investigated the AI landscape in SSA, specifically
what capacity already exists and what measures stakeholders in the region are taking
to ensure that they are AI-ready. They identified the stakeholder groups as Centres of
Higher Education and Training, Members of the AI Community and Government and
made recommendations on AI-related Academic Activities, Research and Development,
Policy Environment, Challenges and Capacity Building Needs and Diversity in AI-
related Activities. Researchers applying AI in Developing Contexts have to consider
context-specific challenges in terms of data, usability and resources (Weber and Toyama
2010). Furthermore, Smith and Neupane (2018) suggest that the digital and analogue
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foundations required for an ethical and equitable application of the technology in many
countries in theGlobal South are largely absent while salient power asymmetries remain.
The constraints and challenges mentioned may lead us to question the feasibility of
applying AI in Developing Contexts. On the other hand, the proliferation of software
tools allows even naive users to develop ML-based models for their respective problem
domains (Kumar and Sharma 2021). Therefore, the more useful question to engage on
is: What research has been done on the topic of applying ML to Developing Countries,
specifically SSA?

Accordingly, De-Arteaga et al. (2018) proposed the following key properties for ML
allocations in the developing world (ML4D).

• Applications and data are geographically constrained to developing countries.
• Problems concern a critical development area for the region of interest.
• Substantially uses ML as an integral element
• Problems being addressed or contextual elements necessitate solutions that differ
from existing or plausible solutions in developed regions, and the proposed solution
effectively addresses these differences.

The ML4D research roadmap proposed by De-Arteaga et al. (2018) as depicted
in Fig. 1, suggests three technical stages where ML4D can play an essential role and
meaningfully contribute to global development, namely to (1) improve data reliability,
(2) provide direct solutions and deployed systems, and (3) to inform policy and decision
makers. Each of the three stages is then linked to novel ML methods to be applied in the
ML4D context.

Fig. 1. ML4D Roadmap (De-Arteaga et al. 2018)

This roadmap was used as a point of departure in analyzing the findings of the
literature review as described in Sect. 3.3. The next section will discuss the research
design.

3 Research Design

The research design involved a critical review (as a type of systematic literature review)
on ML4D in SSA based on a selected set of papers from 2010 to 2021. The aim of
systematic literature reviews is to go beyond aggregating existing evidence toward con-
structing lessons from the accumulated literature (Kitchenham et al. 2009) and support
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the analysis of the literature in a research domain. Grant and Booth (2009) proposed a
topology of literature reviews whereby, the most basic type of review (literature review)
is useful for building on previous work, avoiding duplication and identifying gaps in
the literature. Chatterjee and Davison (2021:228) argue that the gap-spotting approach
is built on a fallacious argument since it assumes the fact that a research study has not
been done, implies that there is value (a contribution) in doing it. Therefore, we opted
for the critical review which has the descriptive purpose of a literature review but goes
beyond that, i.e. it aims to demonstrate that the literature has been researched exten-
sively and reviewed critically to include a degree of analysis and conceptual innovation
which typically results in a hypothesis or model (Grant and Booth 2009; Bandara et al.
2015). Bramer et al. (2018) propose a systematic search strategy to develop literature
searches starting with clear and focused questions. Considering the purpose mentioned,
this research question is formulated as: What research has been done on the topic of
applyingML to Sub-Saharan Africa? The review procedure is explained in Sect. 3.1 and
the results in Sect. 3.2 and Sect. 3.3 respectively. Ethical clearance for this study was
obtained from the College Research and Ethics Committee of the University of South
Africa.

3.1 Literature Analysis

The literature review was carried out to construct a corpus of papers representative of
ML4D research conducted in SSA for the period 2010 to 2021. Grant and Booth (2009)
characterize the review types in terms of the purpose of the search, appraisal, synthesis
and analysis but do not prescribe the relevant procedures. Therefore, we followed the
PRISMA (Page et al. 2017) guidelines to be transparent in the reporting of the methods
and facilitate replication as depicted in Fig. 2. The review was conducted in the week
of 6 August 2021, using the search string: “Machine Learning” AND (“Developing
Countries” OR “Developing World”) for the period 2010 to 2021. Due to the wide and
interdisciplinary scope of interest in ML, we included the following databases ACM,
Inspec, IEEE, DBLP, Scopus andWoS. The search criteria were set to include only con-
ference and journal papers and 1706 records (publications) were identified as meeting
said criteria. These titles were screened to remove items such as patents, magazine arti-
cles, abstracts from books, workshops and bulletins published in conference proceedings
because the scope and format of these items were not comparable to the conference and
journal publications. Removing these 555 items, 1151 records remained for retrieval.
Considering these 1151 records, the location where the research was done was captured
using the title, abstract or the full paper if necessary. For 337 publications the region was
not specified and for 717 publications the research was from other parts of the world
(not conducted in SSA). Having removed those, 98 publications remained for analysis
on ML research done in SSA. Considering the 98 records of studies conducted in SSA,
4 were inaccessible so the final corpus consisted of 93 papers.

Bandara et al. (2015) suggest the inductive approach for coding when the themes to
be reported on are purely derived from the literature analysis and the deductive approach
when the themes to be reported on are predetermined to some extent by using coding
schemes or theorizations like theoretical lenses, models, frameworks or alignment with
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Fig. 2. PRISMA Flow diagram based on Page et al. (2017)

specific research questions. Bramer et al. (2018) concurs on the usefulness of prede-
termined themes and suggests finding articles appropriate for guiding the research and
analysis strategy. The most appropriate paper in this regard was the ML4D roadmap
(De-Arteaga et al. 2018) as depicted in Fig. 1 and hence those themes were applied in
guiding the analysis (see Sect. 3.3).

3.2 Publication’s Overview

The 93 publicationswere first analysed to provide an overview in terms of the distribution
across years, domains, and countries. Figure 3 depicts the number of publications per
country. It can be observed that most studies were done in South Africa (16). Kenya (14)
has the same number as the group of cross-border studies (not indicated on the map),
followed byNigeria (12) and Ethiopia (10). This is followed byGhana (4),Mozambique,
Senegal and Tanzania each three with a number of countries contributing two or less
studies. It is unknown how many publications appear in other languages but having the
English language as an inclusion criterion is possibly a limitation in providing a holistic
view of SSA research publications.

Figure 4 depicts the papers per year, showing significant growth in the number
of papers since 2010, especially since 2017. Note that the year 2021 was captured
only until 6 August 2021, so the number of publications in 2021 is likely to exceed all
previous years. A simplistic extrapolation would put the final number for 2021 at 19. The
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Fig. 3. Number of publications per-country

publications selected consist of 58 conference publications and 35 journal publications.
This resonates with the fact that the field is dynamic, and researchers might need the
quicker turnaround times associated with publishing in conference proceedings.
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Fig. 4. Paper distribution across years

The distribution of the publications across domains is presented in Fig. 5. The highest
concentration of publications was found in Manufacturing (28%) which includes Engi-
neering and several publications where ML techniques were used to optimise systems.
This is followed by Health (21%) and the Environment (12%) of the publications with
the rest all below 10%. The relatively few papers on Education is noteworthy, consid-
ering that Health and Education were highlighted as priority fields in the World Bank
report on the changing nature of work (World Bank Report 2019). The challenges with
data availability and quality received from the Education systems as well as the political
and cultural challenges with the classification of students according to their performance
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(Archer and Prinsloo 2020) would be some of the factors limiting research in the Edu-
cation domain. Research on the social aspects would fall into the Other category. The
papers in that category includes the use of ML techniques to address social challenges
like illuminating the working of an informal industry on one of the poorest countries
(Björkegren 2020). The paper on narratives and counternarratives on data sharing in
Africa (Abebe et al. 2021) engages with issues arising from power imbalances and iden-
tify recurring barriers to data sharing as well as inequities in the distribution of data
sharing benefits.

Based on a literature survey (Mehrabi et al. 2021) propose a taxonomy on bias
and fairness in Machine Learning which includes 23 types of bias and six types of
discrimination. Their paper provides evidence of a dynamic body of research into the
social impacts ofML, but apart from a few examples like the paper byAbebe et al. (2021)
the latter is not evident from the ML4D SSA literature surveyed in this study. This could
be indicative of the complexities involved in classifying interdisciplinary research into
distinct categories. However, more research is needed to investigate whether the research
on ethical and responsible AI is being published in electronic databases not included
in this study or whether this points to an actual gap in the ML4D literature. Assuming
that research is published elsewhere this still raises questions about the apparent lack of
interdisciplinary research on the ML4D topic.
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Evironment, 11, 
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7, 7%
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Other, 8, 9%

Fig. 5. Research domains

3.3 ML4D Roadmap

Another approach is to consider the elements of the ML4D roadmap De-Arteaga et al.
(2018) as a point of departure in making sense of the results of the critical review.
Notably, the roadmap was suggested for ML4D and not for ML4D research, so it is
necessary to consider how, if at all, those elements can inform research. Therefore each
of the constructs depicted in Fig. 1 (De-Arteaga et al. 2018) are now considered in terms
of their relevance for ML4D research.
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Considering theML4D road map and novel MLMethods components in Fig. 1, these
constructs could be useful in informing research goals. Therefore, these were used as
initial codes in analysing the data with Atlas.ti version 9. For example, the publications
related to the code, limitedmemory or computational capacity as depicted in Fig. 6. There
is evidence of publications related to each of these initial codes as depicted in Fig. 7
(the number in brackets indicates the number of sub-categories), additional categories
such as data accessibility also emerged from the data. Besides confirming the relevance
of the suggested categories, the importance of data-related issues when considering
ML4D in the SSA context became evident. The data issues, as depicted in Fig. 8 include
but are not limited to, data availability, absent data source, unbalanced data, collection
challenges, quality issues and accessibility issues. Based on the number of data-related
issues the construct data availability should be added since that cannot be assumed in
SSA. Furthermore, it is a prerequisite for data reliability and the rest of the constructs
mentioned in Fig. 1.

Fig. 6. Papers related to the category limited Memory or Computational Capacity

3.4 Summary

The insights based on the roadmap presented in Fig. 1 and the findings from the literature
review are presented in Fig. 9. As with all research in developing countries, the context
is imperative (Davison and Martinsons 2016) and this is also evident in the theoretical
lenses applied by Sein et al. (2019). Therefore, the context element is presented not as
a single construct but rather a pervasive, overarching and encompassing phenomenon.
Concerning Research Goals, Data Availability has been added to the goals of Data
Reliability and Solutions and deployed Systems. The papers relating to Education were
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Fig. 7. Goals as code groups Fig. 8. Data issue categories

focused on predicting academic performance (Mgala and Mbogho 2015) and a diversity
of other projects e.g. a cloud-based infrastructure for digital content delivery (Mlitwa
and Simbarashe 2019) not specifically on improving ML skills. However, Butcher et al.
(2021) highlighted the importance of skills development in the Sub-Saharan regions and
therefore SkillsDevelopment has been added to Fig. 9.Decision Support is a fundamental
goal of ML research and has been retained. Policy encompasses all the ethical policies
and requirements to mitigate bias and discrimination in the data capturing and the ML
procedures applied. TheMethodological Considerations retained the MLmethods from
Fig. 1 with the addition of Ethical considerations and Other to provide for new methods
being added. Not to imply that the set of goals proposed are immutable, but methods are
more reliant on technology and hence more susceptible to change.

Learning with small data

Learning from mul�ple 
messy data sets

Intelligent data acquisi�on

Data 
Availability

Data
Reliability

Solu�ons  
and 

deployed 
Systems 

Transfer learning for low resource languages

Learning with limited memory and 
computa�on

Intelligent compression algorithms

Re
se

ar
ch

 G
oa

l s 
M

et
ho

do
lo

gi
ca

l  
co

ns
id

er
a�

on
s  

Policy and Decision Support 

Skills Development

CONTEXT

Ethical considera�ons

Decision support 

Other  …

Fig. 9. ML4D research in SSA



374 J. van Biljon

3.5 Limitations

The study has a number of limitations. Keyword searches have several limitations in
particular where keywords are related to specific technologies (Levy and Ellis 2006).
However, given the wide scope of the Artificial Intelligence field using the term ML4D
was considered necessary in focusing our efforts. Despite a rigorous approach enforced
by the application of the PRISMA guideline, any literature survey can be faulted for
having made contestable decisions (both intentionally and unintentionally) about which
works to include and which elements to emphasise in the works identified. We also
acknowledge the ambiguity and limitations surrounding the term ‘development’ (Sen
2001; Toyama 2010) but limit the discussion to aligning our perspective with the holistic
perspective provided by Sein et al. (2019). For the purpose of this paper, we consider
human development as going beyond socio-economic development toward increased
freedom of choice (Sen 2001). ML is merely a tool whereof the application is deter-
mined by the researchers, consequently their theoretical lenses and goals determine what
ML methods are relevant. Likewise, De-Arteaga et al. (2018) used specific lenses and
granularities in suggesting the methodological considerations in their roadmap thereby
making it difficult to evaluate and extend that. Adding a taxonomy of ML methods was
considered but linking a taxonomy of methods to a context may be limiting. How to
represent the relevant methods as part of informing future ML4D research could be
considered towards future refinements of ML4D research roadmaps.

4 Conclusion

Artificial intelligence, with machine learning as sub-field is like a tidal wave spreading
out and affecting all sections of society. Due to data availability, data quality, computing
capacity and a lack of technical skills many Sub-Saharan African countries are ill-
prepared for managing the possible disruptions or optimizing the opportunities ML
brings. This has compelled researchers in different disciplines to research the impact
of ML for developing contexts. Our contention is that these efforts can be jeopardised
if researchers become polarized into those who seem pro-ML4D since their focus is to
develop and promote newML solutions and thosewho seem anti-ML4D since their focus
on the societal challenges of classifying people and the harm that ML applications can
cause through biases in the research procedures, data or the algorithms. Based on existing
theorizations (an ML4D roadmap) and a critical literature review of SSA research we
share insights towards guiding ML4D research in SSA. These findings highlight the
many data-related challenges and the need to consider data access together with data
reliability. Furthermore, the lack of research into the societal affects of ML is a concern.
Clearly, this is affected by the selection of the research databases but even so multi-,
inter- and transdisciplinary research involving ML might assist in highlighting under-
represented yet important societal considerations required to optimise the opportunities
while responsibly navigating the context-specific challenges and resource constraints.
As noted a contextual understanding of what is feasible and desirable in the SSA context
is essential as resources are scarce and should not be wasted in pursuit of impracticable
and unsustainable projects.
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Abstract. This paper asks whether datafication practices are dehumanising inter-
national development and if a human-centred and participatory datafication is
possible. The paper uses Habermas’ theory of the different ‘knowledge inter-
ests’ that constitute different forms of social action. Three kinds of datafication
projects are explored: humanitarian AI, digital-ID and community mapping. The
authors argue that data-science and participatory practices are forms of social
action that are shaped by different knowledge-interests. It is argued that the tech-
nical knowledge interests shaping datafication projects conflict with high-level
policy commitments to participatory development. Ethical Principles of AI are
assessed as a route to more human-centred practices of datafication for develop-
ment. The authors argue that avoiding tokenistic forms of participationwill require
the incorporation of practical and emancipatory knowledge interests and the use
of newmonitoring and evaluation tools to trace the achieved levels of participation
of different actors at each stage of the project cycle.
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1 Introduction

Datafication is transforming the landscape of international development. Datafication
of development refers to the increased use of digital data in development knowledge
production and decision-making processes [1]. The algorithmic processing of big data
using artificial intelligence is impacting multiple areas of development practice [2].
Development agencies have been under significant pressure from funders to demon-
strate innovation in the datafication of development [3, 4]. Humanitarian agencies have
been under similar pressure to innovate using data from satellite imaging, remote sens-
ing, biometric identification, social media, and other data sources to inform operational
decision-making [5, 6]. The pressure to make digital data central to decision-making is
reflected in a range of high-level policy commitments including the Digital Development
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Principle1 to “be data driven”. As a result, development agencies are active in support-
ing states in the datafication of areas including identification (digital-ID), border control,
social protection, online government services, and predictive analytics [7, 8]. These data-
centred innovations have delivered significant efficiencies and development benefits as
well as introducing new risks and challenges. This paper is focused on whether this turn
to data-centred development necessarily comes at the expense of existing commitments
to human-centred development, and assesses the potential for synergy between the two
approaches using participatory practices.

Prior to digitalisation, a citizen might seek development assistance via a face-to-face
meeting with a government officer, an agricultural extension worker, or a community
meeting. Participatory development aims to enhance the agencyofmarginalisedpeople to
take part in development decision-making that affects their lives through human-centred
processes of dialogue and critical reflection [9, 10]. Some datafication processes explic-
itly aim to ‘disintermediate’ development processes by removing human intermediaries
and the need for face-to-face human dialogue and interaction [11]. We argue that such
processes can dehumanise the development process, making it more data-centred than
human-centred and less participatory [6, 8]. We examine evidence that such processes of
datafication disproportionately increase the agency and power of external actors and pri-
vate corporations with the unintended consequence of widening inequality, reproducing
unequal power relationships, and leaving behind the most marginalized [7, 12–15].

Information systems development has predominantly been considered as the appli-
cation of the scientificmethod to increase efficiency and efficacy [16].Walsham [17] was
influential in popularising the use of interpretive theory as a lens to understand informa-
tion and communication technology for development. There has been less use of critical
theory to analyse digital development (see however [18–20]. This paper contributes to
the later scholarship by combining Habermas’ [21] critical theory from the Frankfurt
School with critical participatory praxis from the global South.

Section 2 outlines Habermas’ critical theory of knowledge interests and social action
to argue that data science is shaped by the desire to predict and control. Section 3 reviews
the impact of datafication in international development and the claim that it leads to
dehumanization, exclusions, and widening power inequalities. Section 4 reviews the
emergence of proposed new ethical principles for AI in international development and
assesses them against critical theories of participatory development. Section 5 assesses
whether participatory datafication is possible and whether new ethical principles can
produce a more human-centred datafication in international development. Section 6
concludes that if marginalised people are to play a decision-making role in development
projects affecting their lives then more practical and emancipatory knowledge interests
are required alongside new practical tools to guide participation planning and evaluation
in datafication projects.

1 TheDigital Development Principles were developed by funders, multi-laterals and international
development agencies to guide the use of digital technologies in development. https://digitalpr
inciples.org/.

https://digitalprinciples.org/
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2 A Habermasian Perspective on Data-Centred Development

This section introduces Habermas’ critical theory of social action and his typology
of knowledge interests as a theoretical foundation to examine the datafication of
international development.

2.1 The Critical Theory of Habermas

A fundamental issue in digital development is which interests are prioritised and who
benefits. This paper explores which interests are prioritised in data-centred approaches
to international development. We draw on Habermas’ critical theory of social action to
illuminate these issues.

Habermas argues that the social action of humans is always constituted by what he
called knowledge interests. In his book Knowledge and Human Interests, Habermas [21]
(1972) claims that there are three kinds of fundamental human interests that determine
three paradigms of knowledge production: technical, practical and emancipatory, as
illustrated in Table 1. According to this perspective, the human desire to explain, con-
trol and predict constitutes the ‘technical’ knowledge interest that is characteristic of
positivist empirical-analytical processes in the natural sciences. The human desire to
understand meaning and to communicate constitutes the ‘practical’ knowledge interest
that is characteristic of the interpretivist hermeneutical processes in the humanities. And
for Habermas, the human desire to be free from domination constitutes the third cate-
gory of ‘emancipatory’ knowledge interests that are characteristic of the critical social
sciences. While these are ideal types that are not mutually exclusive, the categories are
analytically useful.

Lyytinen and Klein [16] in their analysis of Habermas’ critical theory show how the
technical knowledge interest serves ‘purposive-rational’ social action based on empirical
science that follows technical rules to maximise efficiency and achieve specific goals. In
comparison, practical knowledge interest serves communicative social action to achieve
mutual understanding, with an emphasis on common understanding of norms, meaning,
values and maintaining social relationships. Achieving agreement through communica-
tive action entails discursive processes that enable the assessment of the truth of state-
ments, sincerity of speech and validity of claims. Emancipatory knowledge interests by
comparison use social dialogue to critique the abuse of power; produce knowledge about
the causes of social injustice, and guide social action to overcome it. Lyytinen and Klein
[16] see the third category as uniting the other two knowledge interests with enquiries
that use critical reflection to critique power inequality in order to inform social action to
improve equity. Although analytically distinctive, in practice one approach often draws
upon methods from the other: for example when critical-emancipatory approaches use
discursive communicative action to investigate the validity of knowledge claims and
truth statements.

2.2 Epistemological Underpinnings of Datafication in Development

Applying Habermas’ critical theory, we can examine which knowledge interests and
social actions are served in the processes of datafication and AI application, and what
are the implications for international development.
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Table 1. Aspects of knowledge interests. Source: [16]

One of the attractions of data-driven development is the impression of scientific
neutrality and precision provided by computing data with algorithms to produce what
appear to be ‘objective’ truths. Epistemologically, data-centric development is often
premised on big data as the source of knowledge for decision-making in development
[4, 22–24]. Flyverbom et al. [25, p. 39] point out that big data “creates a different ground
for the evaluation of ‘truth’” in international development, by making knowledge claims
on the basis of the large quantity of data, especially when they are real-time data. This
also gives rise to the tendency of focusing on correlation rather than causation, which is
increasingly used for decision-making.

This approach was evidenced when Hernandez and Roberts [8] reviewed 49 projects
using predictive analytics in humanitarian work. Predictive analytics uses a form of
artificial intelligence called machine learning to operate on big data sets using statistical
modelling to make predictions about the probability of future events (ibid). It is used
to support decision-making in humanitarian responses to drought and mass population
displacements, to inform the allocation of staff and the management of supply chains.
Predictive analytics is also used to inform social protection entitlements, employment
decisions, policing and criminal justice, and governance decision-making [26–29]. Apart
from humanitarian agencies the next most common actor in humanitarian predictive
analysis projects was private corporations including Microsoft, Google and the global
association of mobile phone companies GSMA [8]. Some concerns have been raised
about the increasing role of private corporations in datafication for development and the
accompanying shift in power away from disadvantaged people [7]. Privacy International
[30] raised serious concerns about the World Food Programme sharing its humanitarian
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data with private sector data partner Palantir and court cases are pending regarding the
role of Facebook data in the Rohinga genocide [31].

It is clear that a rule-bound technical rationality is employed in data-centred devel-
opment that seeks to optimise efficiency, control and predictability in ways that echo
Habermas’ first category. The efficient calculation and allocation of human and material
resources are no doubt important aspects of international development. While datafica-
tion and AI may serve instrumental and strategic purposes in international development,
e.g. increasing managerial efficiency and fulfilling strategic objectives of power holders,
it is important to recognise that the knowledge created through datafication and machine
learning does not necessarily corresponding to any ‘objective truth’. The assumption
that big data is better than localised, situated, and contextualised ‘thick data’ is highly
problematic. First of all, the term ‘raw data’ is an oxymoron as data is always already
‘cooked’ [32, 33]. As Manovich [34, p. 224] puts it, “Data does not just exist – it has
to be generated”. Data is generated by selectively subtracting from reality, a reductive
process resulting in binary ones and zeros. In the sociology of knowledge, it has long
been recognised that scientific facts are products of a series of human choices in categori-
sation, labelling, and measurement, produced in contested processes [35]. As a result,
data is always partial, biased, and political. Similarly, machine learning is not neutral,
it inherits the ontology, bias, and politics already baked into the data sets on which it
relies.

Furthermore, through the extraction and decontextualisation of big data, data-centred
development inevitably marginalises practical knowledge grounded in the shared under-
standing of local norms and social relations which have been proven to be imperative in
the sustainability and inclusiveness of development projects. This practical knowledge
and the human ability to interpret it contextually, is subtracted when big data is collected
and fed into machine learning processes. Furthermore, datafication and algorithms that
are effectively black-boxed are not transparent or accountable to human questioning;
this inevitably diminishes emancipatory knowledge interests’ ability to challenge any
unwarranted abuse of power. The opacity and the lack of accountability of datafica-
tion and algorithmic processes substantially undermines the agency of local participants
to: verify the knowledge claims put forward by datafication decision making; examine
the underlying power relations; or participate in the knowledge creation and decision-
making process; principles which are essential to human-centred development. While
machine learning has an emphasis on automated pattern recognition, participatory meth-
ods involve disadvantaged people in dialogue designed to uncover the distinct root causes
of their disadvantage and overcome it together.

The data-driven development approach is a significant departure from the ideals of
participatory human-centred development in which marginalised people are the source
of knowledge, and in which participatory dialogic processes are the means and ends of
development. The requirement for computational power and data analytics skill means
that the process of development knowledge production is not carried out locally by
marginalised and disadvantaged people themselves and as a result they can be leftwithout
agency and none the wiser. In other words, development decision-making processes are
often dehumanised and physically removed from the relevant human contexts, prioritis-
ing automated algorithmic analysis of big data over in-depth deliberative, contextualised
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and participation-based knowledge production [36]. It should be noted that this shift of
knowledge paradigm in international development is also likely to lead to the replace-
ment of local expertise, and intermediary issue experts, shifting power relations in the
field of international development [7, 25]. As we discuss later the reduced participation
of local people and intermediaries in digitalisation processes in often accompanied by
the increased participation of external private companies who partner in the extraction
of data and its processing.

For this reason, the idea that development should “be data-driven” as stated in the
Digital Development Principals needs to be problematised, both because data may be
gender or racially biased and because marginalised people have the right to voice their
opinion and be at the centre of any decision-making about their lives [9, 37]. Although
the Digital Development Principals also say “design with users”, we argue that it is
not only ‘users’ who have the right to participation, and that the right to participation
extends beyond the design stage of development projects.

In the next section, we will review the shift from people-centred to data-centred
development, and look at specific examples of datafication and their implications for
development.

3 The Impact of Datafication on International Development

Datafication has occurred in multiple sectors of international development. Examples
include the digitalisation of microfinance [38], digital governance [39], digital identity
[40] and digital social protection 41]. Increasingly, access to healthcare, employment,
criminal justice, and decisions about resource deployment are made on the basis of
automated analysis of big data sets using artificial intelligence [8, 36].

In the rest of the section we examine the impact of datafication on international
development.

3.1 Dehumanisation of Development Process

Datafication often delivers valued benefits of cost reduction, efficiencies that improve
speed of service delivery, convenience to citizens and reduction in corruption. However,
datafication also brings the risk that local contextual knowledge and expertise is disinter-
mediated. Sharma and Joshi [42] argue that digital development processes tend to design
out local knowledge of development settings provided by those with lived experience
and the ability to make a situated assessment of development processes.

When human-centred development processes are replaced by data-centred processes
the effect is dehumanising. Dialogue and human interaction are replaced by computer-
mediated machine calculation. Instead of convening a village meeting or conducting
worshops, extracted data can be used to generate algorithmic decision-making. Funders
are incentivising development agencies to experiment with satellite data, remote sensing,
social media data and artificial intelligence. Although it is often argued rhetorically that
the two methods should be complementary, in practice the funding disproportionately
incentivises datafication rather than participation. Research from the United Nations has
noted that datafication projects are tending to replace, rather than complement, analogue
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access. As pointed out in aUN special report on extreme poverty and human rights, “[t]he
digital welfare state sometimes gives beneficiaries the option to go digital or continue
using more traditional techniques. But in reality, policies such as ‘digital by default’ or
‘digital by choice’ are usually transformed into ‘digital only’ in practice” [43, p. 13].

The research in 49 predictive analytics projects by humanitarian agencies [8] exam-
ined howhistoric data of previous humanitarian emergencies is being combinedwith data
from sources including mobile phone records, social media, satellite images, and mete-
orological data to create the large datasets needed to predict refugee movement, food
security, and inform aid deployment. The researchers noted the risks associated with
reliance on repurposed datasets containing omissions and biases that lead to algorithms
reproducing past errors, prejudices and inequalities (ibid).

McQuillan [44] argues that machine learning is a particular form of knowledge
production native to big data.He acknowledges that the technology itself is not inherently
good or bad, nor is it inevitable that its use will cause harm. However, he argues that
the affordances of machine learning, the ability to recognise patterns in historic data
with predictive power, abstracts from human social and political contexts in ways that
“invisibly distorts the distribution of benefits and harm”. The opacity ofmachine learning
decision-making can cause or obscure harm. The basis on which predictions are made
are unknown, as are the gender, race or class biases hidden in the data. This method of
opaque knowledge production obstructs people’s rights to transparency, participation,
and accountability. McQuillan warns that the use of machine learning risks adopting
a drone-like perspective on society; a perspective that combines a top-down view of
society leading to harmful interventions of dubious legality.

It is thus a serious concern that reliance on big data and automated decision-making
has the effect of de-centring the human agency of affected populations and of experienced
frontline practitioners and replacing it with the mechanical logic of algorithms. The
humanitarian principle to “keep people at the centre of everything we do” [6] is at risk
by the encroachment of artificial intelligence at the behest of funders and powerful
commercial interests. It is therefore imperative to keep humans in the loop to ensure
development agencies remain accountable to the populations they exist to serve (ibid).

3.2 The Exclusion of the Vulnerable

Datafication has become an important means of managing population identification sys-
tems (Digital-ID). Digital-ID systems are increasingly used a gateway to control social
protection systems worldwide, including (un)conditional cash transfers [41, 43]. Access
to digital welfare payments is often used to motivate for the creation of identifica-
tion registries by humanitarian agencies and states. Digital-ID systems increasingly use
biometric identification such as fingerprints, iris-scanning or facial recognition [45, 46].

Entitlement to welfare entitlements for refugees, pensioners or mothers is increas-
ingly algorithmically determined and cash is often transferred directly to people’smobile
phones, or electronic debit cards. This datafication of affected populations makes them
machine readable and machine processable – a significant efficiency gain for humanitar-
ian or state agencies but also another form of dehumanisation compared to the person-
centred processes that are replaced. The move to digitalisation of identification is often
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achieved in partnership with private corporations, raising issues of data ownership, pri-
vacy and protection [7, 41]. Global financial corporations and the world’s largest data
aggregators are partnering with humanitarian organisations in humanitarian datafication
projects including Mastercard2, Goldman Sachs3 and Experian4.

The Aadhaar digital-ID system in India is the world’s largest digital-ID system. It is
the model for many other national identification systems and the subject of a great deal
of research including dedicated special journal issues [47]. Digitalised biometric data is
recorded about each citizen enabling them to access multiple entitlements and services
(Gov of India, n.d.). The Aadhaar ID has become a requirement to access a wide range of
welfare services and social protection entitlements and has delivered valuable benefits of
convenience and service access to many millions of citizens. However, research shows
that the most marginalised citizens are excluded by the systems and as a result suffer
deprivations. When visiting ration shops citizens must authenticate biometrically but the
system regularly fails as a result of connectivity issues or because of worn fingerprints.
Chaudhuri [48] documents how shop owners manipulate the Aadhaar system to make
it work, revealing a paradox of (dis)intermediation; although the system is designed to
obviate the need for human mediation the systems regularly do not function without the
creative improvisation of intermediaries who break the rules and modify the system to
secure the intended development outcome. Ironically, Chaudhuri finds that a process of
datafication created to design out human errors and corruption only works in practice
when humans design out the technology errors to ensure disadvantaged citizens have
access to rations (ibid).

3.3 Shifting Power Relations in Development

Datafication is also shifting power and agency away from traditional actors in ways that
increase the power and agency of technology corporations [7]. This happens as a result
of private-public partnerships that are employed to digitalise government functions and
development agency operations. The increased use of commercially owned big data and
proprietary algorithms has the effect of making citizens increasingly visible to corporate
and government actors resulting in a shift of power to those who hold the most data
(ibid.).

In their analysis of datafication Heeks and Shakhar [15] use a data justice lens to
assess who benefits from a range of community data mapping initiatives in Kenya,
Indonesia, and India. Their analysis found that target communities experienced real
incremental benefits, but that external actors and wealthier communities gained the
most. Data about the most marginalised communities was not captured at all and the
most significant social justice issues weremade invisible by the datafication process with
the effect that overall, therewas an increase in relative inequality.Heeks andShakhar used
an information value chain framework that traces the steps by which data is captured and

2 Mastercard Transforming Humanitarian Response https://www.mastercard.us/en-us/business/
governments/find-solutions/humanitarian-aid.html.

3 IrisGuard funded by Goldman Sachs https://www.irisguard.com/who-we-are/about-us/.
4 Experian partners with Humanitarian Open StreetMap https://www.experianplc.com/media/
4224/experian-sb-report-2021.pdf.

https://www.mastercard.us/en-us/business/governments/find-solutions/humanitarian-aid.html
https://www.irisguard.com/who-we-are/about-us/
https://www.experianplc.com/media/4224/experian-sb-report-2021.pdf
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transformed into developmental results. Among their conclusions is the finding that “In
general, then, these pro-equity data initiatives were somewhat ‘extractive’ in utilising
a few community residents as data sources but largely excluding them from all other
information value chain processes” (ibid).

Commercial datasets and proprietary algorithms have been criticised for being black-
boxed technologies [49] not open to public scrutiny, and therefore raising issues of
transparency and accountability for development processes. Marginalised communities
cannot participatemeaningfully in development initiatives that affect their lives if the data
and decision-making processes that shape them are opaque or regarded as proprietary
trade secrets. Studies have shown that big data reflects historical patterns of prejudice and
disadvantage along intersecting lines of gender, race and class leading to the finding that
use of artificial intelligence often reflects, reproduces, and amplifies historical patterns
of (dis)advantage [12, 14, 50]. Where datasets and/or algorithms are not open to public
scrutiny there is no transparency, no accountability mechanism, and no route to redress
[12, 50, 51]. As a result, human rights groups have actively campaigned against the
deployment of facial recognition, predictive policing and smart city technologies that
rely on these technologies [52, 53]. Some development agencies including Oxfam UK
imposed moratoria and some cities have banned the technologies [54].

In short, datafication delivers clear benefits including efficiency, convenience and
expanded service access. Nevertheless, the centralisation of technical knowledge and
the domination of techno-rationality take place at the expense of practical knowledge,
resulting in the dehumanisation of development processes; and actively suppress eman-
cipatory knowledge interests, as exemplified in the exclusion and exploitation of the
most vulnerable groups in society, instrumentalised through the extraction of data by
corporate and government agencies.

4 Return to Human-Centred Development

To address these issues, i.e. to re-enact practical and emancipatory knowledge interests
in datafication and AI in development, a participatory approach is imperative.

4.1 Beyond Ethical AI

In respons to criticism of bias and lack of accountability in datafication there has been a
proliferation of initiatives to develop ethical frameworks to secure the continued use of
artificial intelligence in international development. TheMontrealDeclarationonRespon-
sible AI5, OECD Principles on Artificial Intelligence6 and the UNESCO Recommenda-
tion on AI7 are examples of the many recent initiatives in this space. Floridi and Cowls
[55] have conducted meta-analysis to distil the growing number of ethical principles
into a ‘Unified Framework of AI Principles in Society’. The Montreal Declaration on
Responsible AI refers frequently to the importance of participation in AI processes. The

5 The Montreal Declaration on Responsible AI.
6 OECD Principles on Artificial Intelligence.
7 The UNESCO Recommendation on AI.
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OECDPrinciples do notmention participation but they do refer to human-centred values,
although there is little detail about how human-centred AI might be realised in practice.
Floridi and Cowls [55] note with concern that the various principles that they studied
were either global in scope or address western liberal democracies and that perspectives
from Africa and Asia are generally unrepresented or under-represented in the current
principles.

As Birhane [56] argues in her paper on algorithmic justice, studies addressing the
harm caused by artificial intelligence, predominantly (1) revolve around technical solu-
tions and (2) do not sufficiently centre impacted communities. Birhane argues that it is
necessary for practitioners to decentre technical solutions such as fixing the data or algo-
rithms. She proposes a fundamental epistemological shift—from rational to relational
approaches—and calls for an approach to ethics that goes above and beyond techni-
cal solutions. Her proposal envisages that a more human-centred approach is required
with relational processes, involving dialogue and critical reflection with affected popu-
lations, as opposed to technical “solutions”. Similarly, McQuillan [44] proposes a shift
away from opaque and dehumanised machine calculation towards a human-centred pro-
cess of critical reflection and social dialogue in the form of people’s councils for ethical
machine learning.

On this basis, in the rest of the section, we will argue for the imperative to return
to human-centred participatory development with the aim of overcoming the dehuman-
ising effects of data-centric approaches. We start with a critical review of participatory
development and discuss how to move beyond tokenistic practices of participation.

4.2 Participatory Development

Participatory approaches to development emerged from a variety of sources in the 1970s
onwards [57, 58]. Scholars from the global South including Freire [58], Fals-Borda
[59], and Sen [37] argued for a human-centred model of participatory development that
enhanced the agency and control of previously marginalised and disadvantaged people.
Swantz [60] and Chambers [61] were among those who popularised these participa-
tory models of development which revolve around group dialogic processes. Participa-
tory approaches aim to engage people with lived experience of poverty and injustice in
reflection about their experience of injustice, its root causes, and collective action to over-
come it. Participatory practices of development aimed to increase the decision-making
role that disadvantaged people play in defining the development initiatives designed to
improve their lives. When Amartya Sen embraced participatory development, he stated
[37, p. 281] that central to his approach to development was “the idea of the public as an
active participant in change, rather than as a passive and docile recipient of instructions
or of dispensed assistance”. This participatory approach to development is consciously
human-centred, arguing that the people most directly affected by social deprivations and
disadvantage should play a central role in determining how disadvantage and injustice
is mitigated and overcome [37, 58, 59, 61, 62].

In addition to this normative and rights-based case for human-centred development
there is also an instrumental argument that participation simply produces better develop-
ment outcomes [63]. This more pragmatic case for people-centred development argues
that this is for two reasons, (a) people with the most lived-experience of a development
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challenge are well-placed to inform the design of solutions, and (b) active community
engagement in early stages of the project cycles can be effective in securing uptake and
dissemination [64]. From a gender perspective, scholars have evidenced that women’s
participation in digital development programmes expands their applicability and devel-
opment impact [65, 66]. In their study of 121 rural water projects, Ishamn, Naravan,
and Pritchett [67] found strong evidence that increasing the representation of intended
beneficiaries directly improved project outcomes.

From the 1980s onwards, the dominant development paradigm began embrac-
ing and incorporating aspects of this heterodox participatory approach within main-
stream approaches to development [68]. Article 2 of the United Nations [69] Right to
Development states that

“the human person is the central subject of development and should be the active
participant and beneficiary of the right to development” and that interventions
should enable “their active, free and meaningful participation in development
and in the fair distribution of the benefits resulting therefrom”.

By 2015 states and international development agencies unanimously committed
themselves to the Sustainable Development Goals (SDGs) including target 16.7: to
“ensure responsive, inclusive, participatory and representative decision-making at all
levels” [70].

The consensus that more inclusive processes produce improved development outputs
is reflected in the inclusion of “design with the user” as one of the Digital Development
Principles endorsed by funders and international development organisations8. It is impor-
tant however, that participatory development is not confused with ‘inclusion’. Participa-
tion goes significantly beyond counting the number of people a particular demographic
group that are represented in a process. From the outset participation is centrally con-
cerned with the degree of agency and control that participants have in decision-making
processes at all stages of the project cycle. The participatory development literature
eschews tokenistic participatory process where marginalised people are simply sources
of data extraction in the design stage or during the data collection phase but are excluded
from other key stages such as project conception, implementation, or evaluation.

From the outset Arnstein [57] argued that in practice it was important to distinguish
between ‘levels’ of participation, ranging from shallow and tokenistic forms of inclusion
graduating in normative value up to genuine partnerships in which participants had
meaningful decision-making control over development projects that affect their lives.
Based on Arnstein’s work, many versions of ‘ladders of participation’ were developed
to reflect different operational contexts (Fig. 1.)

Cornwall and Jewkes [71] argued that what distinguishes valuable participation is
the extent to which decision-making power is shifted from external experts to local
participants. After the turn of the millennium, scholars conducted a sustained critique of
the ‘tyranny’ of shallow and tokenistic forms of participation in which participants had
little meaningful influence over project conception, implementation or evaluation [10,
72]. Hickey and Mohan [62] were among those who argued that in order to move from

8 https://digitalprinciples.org/endorse/endorsers/.

https://digitalprinciples.org/endorse/endorsers/
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Fig. 1. Ladders of participation. Source [76].

tyrannical to transformative forms of participation it is necessary to increase the agency
and decision-making power of marginalised actors themselves in the design, planning
and evaluation of development projects.

Although participatory development theory is well established, and a global consen-
sus on its merits is reflected in its explicit inclusion in global development goals, funding
and practice have always lagged significantly behind theory. It is much harder to achieve
equitable participation than it is to sign up to it in principle. These criticisms apply as
much to digital development projects as in other areas. For example, in their evaluation
of four digital mapping projects, Heeks and Shakhar [15] concluded that despite their
achievements, the projects were largely extractive with community members entirely
excluded from most stages of the project cycle.

Recognising the value of participation and human-centred development, some of the
recent initiatives to re-orient datafication for development initiatives explicitly include
increasing participation among their principles. The UNESCO Recommendations on
Ethical AI speak most directly to the importance of participation in international devel-
opment stating that “Participation of different stakeholders throughout the AI system life
cycle is necessary for inclusive approaches to AI governance, enabling the benefits to
be shared by all, and to contribute to sustainable development”. Although “designing
with the user” is a component of the previously mentioned Principles for Digital Devel-
opment, what is distinctive about the UNESCO Recommendation is the insistence on
participation not only in the design stage but in all stages of the AI system life cycle.
The UNESCO Recommendation is also distinctive in noting the importance of con-
sidering which stakeholders should be participants in AI decision-making, stating that
“stakeholders include, but are not limited to, governments … human rights institutions
and equality bodies, anti-discrimination monitoring bodies, and groups for youth and
children”.

Participation scholars have argued that it is important to evaluate participation along
three dimensions: (i) who gets to participate [9, 73]; (ii) at which stages in the devel-
opment process [74, 75]; and (iii) with what level of control over the process [10, 57].
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Despite agreement in theory, systematic evaluation of along these three dimensions are
rare in the research literature. To address this gap, Roberts [76] developed the partic-
ipation cube to help practioners visualise, calibrate, and structure a three-dimensional
analysis of (a) who gets to participate, (b) at which stages of a project, and (c) with what
level of control. Figure 2 illustrates ‘participation tracing’: a practice of tracing the level
of participation achieved by different project participants at key stages in the project
life-cycle [77].

The vertical axis is calibrated in levels of control achieved over the decision-making
process, following Arnstein’s ‘ladder of participation’. The horizontal axis reflects the
different stages in the project cycle. Then a unique trace is made to reflect the participa-
tion of each different project actor in each project stage. Figure 2 reflects a retrospective
analysis made of participation levels in a specific project in Zambia [77], however the
number of stages, the names of participation levels, and participant actors need to be
re-calibrated for each new project to reflect that particular context. This kind of partici-
pation tracing can be used as either a planning, monitoring or evaluation tool, to assess
the levels of participation of different actors and inform the modification and improve-
ment of project processes. To support the move from principles to measurable practices
of participatory digital development more research is necessary to develop tools and
methods of participatory planning, monitoring and evaluation.

Fig. 2. Participation tracing. Source [77].

5 Discussion

This paper began by framing the discussion of datafication in the context of Habermas’
theory of social action and knowledge interests. The evidence shows that data-science
and participatory practices are distinct forms of social action that are shaped by different
knowledge interests. The shift in priorities of funders, governments and international
development towards the datafication of development has involved introducing new
actors and new interests. This has had the unintended consequence of dehumanising the
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datafication of development in three areas: the use of predictive analytics in humanitarian
settings, digital-ID programmes, and community mapping projects.

In the case of humanitarian predictive analytics the knowledge interests of control,
prediction, and explanation are clear. What Habermas calls our technical knowledge
interest for explanation, control, and prediction is understandable in the face of a disas-
ter, as is the desire to use remote sensing and statistical analysis to provide situational
analysis in settings where putting ‘boots on the ground’may be dangerous or impossible.
However, this form of knowledge production appeals to a particular mindset in and out-
side of emergency settings. Predictive analytics are also being applied by humanitarian
agencies in human resource management, water purification, and supply chain logis-
tics. None of the 49 examples of predictive analytics studied involved the participation
of affected populations in decision-making roles across different stages of the project
cycle. These datafication processes contributed to dehumanisation of humanitarian com-
mitments to human-centred development. One of the key recommendations [8, p. 30]
was that “an opportunity exists at this early stage to actively engage affected populations
in the design, implementation and evaluation of humanitarian predictive analytics… The
contextual knowledge of affected populations and the experience of humanitarian prac-
titioners [can be] combined with the technical expertise of data scientists to improve
both the power relationships and predictive efficacy of future innovations in predic-
tive analytics”. Datafication projects that combined the technical knowledge interests of
data-science with the emanicipatory knowledge interests of critical social sciencesmight
provide a route to allow affected populations to be active decision-makers in projects
designed to affect their lives.

The paper also reviewed datafication of national identification systems, which aim to
disintermediate government services and social protection systems. Such programmes
can be viewed as driven by the technical knowledge interest to extract data, rationalise
decision-making, and enhance control and prediction. Many citizens report valuable
gains in convenience and access, and nation states secure gains in efficiencies and govern-
mentality. From the perspective of Habermas’ knowledge interests, the technical logics
produce knowledge about populations by applying rule-based procedures to empirical
data, successfully extending government control over operations and outputs. These
disintermediation gains come at the expense of dehumanising relationships between cit-
izens and government. Many of the most marginalised people were entirely excluded
by the use of biometric identification. The replacement of human mediated processes
of governance with automated algorithmic processes had the unintended consequence
of removing rights and entitlements. The black-boxed nature of the AI process and the
use of external private corporations and proprietary technologies reduced human medi-
ation and removed accountability and means of redress. These logics are not inevitable,
a national identification system could be informed by practical knowledge interests: a
public dialogue could run in parallel to the technical build that enables citizens to com-
municate their concerns and priorities to government in ways that practically inform
functionality and system modifications.

Exclusion and extraction were also themes in the third set of digitalisation projects -
four digitalmappingprojects [15].As in the digital identification examples, data about the
most marginalised people was not captured and their realities were not represented in the
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datafication programmes. Heeks and Shakhar [15] characterised the datafication process
as excluding the most deprived individuals and ignoring the most challenging injustices.
In both the digital-ID projects and the digital mapping projects, the most marginalised
social groups, who are the indented focus of international development, are de-centred
and excluded by the digitalisation projects. In the digital mapping example the greatest
benefits accrued to external agencies and already relatively advantaged actors, resulting
in an overall increase in relative inequalities. These findings resonate with findings from
other sectors of digital development [13, 39].

These criticisms of datafication have been accepted by a wide range of actors in dig-
ital development and as a result new ethical principles have been produced to reorientate
and guide practice. These principles are often explicit in seeking to increase participa-
tion and produce a more human-centred AI. Increasing participation holds the potential
for disadvantaged people to play decision-making roles at the centre of datafication
projects. However, we know from non-digital development that achieving this will not
be straightforward [57, 72] if we are to go beyond tokenistic levels of participation.
It is in ensuring that excluded voices are heard, understood, and are influential that
Habermas’ practical and emancipatory knowledge interests have a role to play. Practical
knowledge interests constitute social action concerned with understanding and commu-
nication. To the extent that datafication projects genuinely incorporate and understand
the voices, contextual knowledge, and expressed needs of disadvantaged people, they
can be said to reflect practical knowledge interests and communicative social action in
the Habermasian sense.

Emancipatory knowledge interests require not only understanding the communicated
experience of disadvantaged people, they also requires enabling disadvantaged people
themselves to identify the causes of the disadvantage that they experience, as well as
their active engagement in social action to remove them. Overcoming injustice and
securing freedom fromunwarranted domination is the human drive thatHabermas argues
constitutes emancipatory knowledge interests. This form of social action cannot be
characterised by extraction or by exclusion, nor can it be characterised by increased
levels of inequality or disadvantage. In such projects participation is not judged by
whether more disadvantaged people took part but by whether participants engaged in
discussion and reflection about their experience of disadvantage and its causes, and in
social action to overcome it.

The various sets of new ethical principles for AI are welcome recognition of some
of the negative consequences of datafication. Increasing participation and more human
centred AI processes are key to countering the dehumanisation of development but
it is easier agree principles that to change practices. There have been claims that the
proliferation of principles are in part motivated by corporate ethics washing and a desire
to avoid regulation [78, 79]. We will soon be able to assess the extent to which principles
translate into participatory practices. Experience from non-digital development suggests
participatory practice varies in the degree to which disadvantaged people gain decision-
making across the different stages of the development cycle.
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6 Conclusion

The paper has argued that datafication can dehumanise development.We have shown the
relevance of Habermas’ concepts of knowledge interests and participatory development
to understanding how datafication can dehumanize development and whether more par-
ticipatory and human-centred datafication projects are possible. A review of datafication
projects in three sectors acknowledged that datafication projects have delivered valu-
able benefits of efficiency, expanded access, and convenience. The authors have argued
that datafication has introduced new actors, technologies and knowledge interests that
have resulted in extractive processes, exclusion of the most disadvantaged, and disin-
termediation of human processes that dehumanise development. In the cases reviewed,
digitalisation projects had unintended consequences, including a reduction in the human
right to participation and accountability and a relative increase in inequality.

The paper argues that the epistemic underpinnings of data science (technical knowl-
edge interests) conflict with the practical-communicative and critical-emancipatory
underpinnings of participatory development, but it does not argue that they cannot be
reconciled. The new Ethical AI Principles now being agreed for future digitalisation
projects provide a potential route to assess whether a synergy of different approaches to
datafication is possible that results in more participatory AI and human-centred datafica-
tion. The authors argue that translating principles into practices that avoid tokenstic forms
of participation will require the incorporation of practical and emancipatory knowledge
interests and the development and use of new planning and evaluation tools to trace the
achieved levels of participation of different actors at each stage of the project life cycle.
People with a lived experience of poverty and injustice have the right to be included
in the design, implementation, and evaluation of any development projects intended to
benefit them. Not in tokenistic ways but as authors, architects, and arbiters of their own
development.
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Abstract. Artificial Intelligence (AI), which is the design, development, and util-
isation of iterative and complex algorithmic systems that complete tasks which
normally required human intelligence, is rapidly gaining momentum through-
out the world. Through Machine Learning these AI systems automatically learn
and adapt themselves so that they can offer an even more accurate outcome than
humans and this offers many exciting benefits to most businesses and economies.
But their introduction has raised ethical questions after some unethical conduct on
their part like racism, biasness against women, unemployment (through intelligent
automation), and inequality. After these incidents of unethical behaviour by some
AI technologies around the globe most public, private, and even non-profit organ-
isations embarked on initiatives to address the unethical conduct of AI systems.
They produced a range of ethical AI frameworks, guidelines, and principles, but a
properly balanced AI, where opportunity, ethics, and opportunity costs intersect,
is still to be achieved or realised. Most AI Practitioners are pressured by their
shareholders to prioritise commercial interests over ethical considerations.

The findings from this Systematic Literature Review study, which used meta-
analyses for qualitative synthesis, demonstrate that a BalancedNatural Language
Processing (NLP) is possible.

Keywords: Artificial Intelligence ·Machine Learning · Balanced AI · Natural
Language Processing · Ethical AI · Systematic literature review

1 Introduction

Artificial Intelligence (AI) is the study of the design, development, application, and
operationalisation of complex algorithmic systems that train themselves to think and
act as intelligently as human beings (Schrader and Ghosh 2018). Powered by Machine
Learning (ML) algorithms, where they adaptively interpret and continuously self-learn
through analyzing new large datasets (Walsh et al. 2019; Floridi and Cowls 2019; Bank-
ins 2021; Giermindl et al. 2021), these “intelligent virtual agents” recognize and respond
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to specific environments (Acemoglu andRestrepo 2019; Teng 2020) thatwould have oth-
erwise required human-level intelligence and intervention (Biller-Andorno et al. 2020;
Naude and Dimitri 2020). These environments, which require pattern identification in
data and the generation of predictions to assist in decision making processes (Nadim-
palli 2017; Biller-Andorno et al. 2020; Krijger 2021), include Knowledge Reasoning’,
‘Machine Learning (ML)’, ‘Robotics’, ‘Computer Vision’, ‘Visual Perception’, ‘Speech
Recognition’, ‘Voice Biometrics’, and ‘Natural Language Processing (NLP)’ (Coombs
et al. 2020).

NLP as an “interdisciplinary field of AI where themachine can be used to understand
and manipulate natural language text or speech” (Bender and Friedman 2018; Li et al.
2021) includes text generation, speech recognition, question answering, speech to text,
and text to speech. In this research study, the term AI would refer mainly to NLP, since
the focus is on a Banking Contact Centre suite of AI technologies.

The AI industry forecasts some huge economic promise, potential, and benefits
(Brynjolfsson and McAfee 2012), it’s resulting in things getting ‘easier, cheaper, and
abundant’ (Naude and Dimitri 2020). AI has the potential to increase human wellbeing,
boost most sectors of the economies, improve various societies, and general good quality
customer service (Arambula and Bur 2020; James and Whelan 2022). As Dolganova
(2021) points out AI increases “customer loyalty, trust, and could boost sales by up 30%
per annum”.

But, with all these undoubted economic and commercial success stories, AI has the
transformative social and cultural influence in society (Mika et al. 2019). AI has also
demonstrated a pattern of entrenching social divides and amplifying or worsening social
inequality, particularly among historically marginalized groups (Hagerty and Rubinov
2019).

Some few examples that demonstrate AI unethical behaviour in the United States
are:

(a). “a job recruiting tools being biased against women” (Hagerty and Rubinov 2019);
(b). “Latin and African American borrowers faced with discriminatory credit algo-

rithms” (Hagerty and Rubinov 2019);
(c). “bias regarding race, gender, and/or sexual orientation in sentiment analysis sys-

tems, and natural language processing technologies” (Hagerty and Rubinov 2019);
and

(d). “anAI legal system that discriminated against AfricanAmerican andHispanicmen
when making decisions about granting parole which has since become infamous”
(Taddeo and Floridi 2018).

(e). “the US recidivism prediction algorithm that allegedly mislabelled African Amer-
ican defendants as “high-risk” at nearly twice the rate as it mislabelled white
defendants” (Angwin et al. 2016) from Krijger 2021).

(f). “hiring algorithms that, based on analysing previous hiring decisions, penalized
applicants fromwomen’s colleges for technology related positions” (Dastin 2018).

(g). “a healthcare entry selection program that exhibited racial bias against African
American patients” (Obermeyer et al. 2019)

(h). “Google uses AI to identify photos, people, and objects in GOOGLE‘s Photos
Services and always it will not be able to produce the correct results. Also, if any
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cameramissesmark on racial sensitivity then the predicted criminalswill be always
the black people” (Alotaibi 2018).

All of these incidents and instances led to governments, academics, civil society
or non-profit organisations, research institutes, and even the private sector to embark
on initiatives to ensure ethical AI behaviour. Ethical AI which broadly refers to “the
fair and just development, use, and management of AI technologies” (Bankins 2021)
was initiated. Since AI Systems are more socio-technical in nature, considering ethi-
cal implications on their design, development, deployment, and operation became of
critical importance for the society. Non-governmental organisations like AI4Good led
to the development of the AI4People ethical AI Framework by Floridi et al. in 2018
(Kindylidi and Cabral 2021); initiatives by European Commission’s High-Level Expert
Group on Artificial Intelligence (AI-HLEG) led to the publishing of Ethics Guidelines
for Trustworthy AI or Sustainable AI (Kindylidi and Cabral 2021); The Japanese
Society for Artificial Intelligence (JSAI) identified the ethical principles to be followed
by developers of artificial intelligence systems (Dolganova 2021); The Atomium – Euro-
pean Institute for Science, Media and Democracy white paper on AI ethics outlines five
principles of AI ethics (Dolganova 2021);Responsible AIwhich is “concerned with the
design, implementation, and use of ethical, transparent, and accountable AI technology
in order to reduce biases, promote fairness, equality, and to help facilitate interpretability
and explainability of outcomes” (Trocin et al. 2021) was also born.

These initiatives were not only in the non-profit, governmental, or research institutes
based only but the private sector also came on board:

(a) IBM launched an “Everyday Ethics for Artificial Intelligence: A practical guide for
designers and developers” (Ashby 2020);

(b) Microsoft leadership uses the “six principles mainly derived from the AI4People
framework to guide its use of their AIs” (Bankins 2021); and

(c) Google as also formulated “seven principles of artificial intelligence that the
company is following in creating and using AI technologies” (Dolganova 2021).

Most AI Practitioners are pressured to prioritise commercial interests over public or
ethical consideration (Mittelstadt 2020). This raises a questionofwhether aBalancedAI,
where business benefits or commercial viability of AI (opportunity); ethics in AI design
and development, and AI utilisation or operation (opportunity cost) are all balanced?
So the research question and problem is on whether an ethically designed, developed,
implemented, and utilised NLP for Contact Centres in South Africa continue having
positive effects on business performance? This question though cannot be fully answered
in this SLR publication as the case study is still to be undertaken, but the conceptual
framework(s) gained from this exercise will be used as a guide to conduct the case
research. The primary goal for this SLR publication was to conduct thematic analysis
for academic literature to achieve a Balanced NLP.
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2 Methodology

A systematic literature review (SLR) (Paré et al. 2015) was conducted to identify rele-
vant research papers with meta-analyses for qualitative synthesis. It followed 8 stages
namely: conceptualization and protocol identification, searching the literature, screening
the articles, selecting the relevant articles, performing some thematic analysis, presenting
the results, developing the framework, and then concluding. These stages are illustrated
in Fig. 1 below:

Fig. 1. Systematic literature review and meta-analyses research flow

The literature search, screening, and selection was conducted in 5 steps as shown in
Table 1 below. These are sources searched, search keywords, search strategy, inclusion
criteria, and exclusion criteria.

(i) Sources Searched
Twomain databases,Web of Science and Google Scholar, were used as the main sources
for the literature search.Also about 6mainly IS journalwebsiteswere also used.These are
Journal for Management Information Systems (JMIS); European Journal of Information
Systems (EJIS); MIS Quarterly; Information Systems Journal (ISJ); Journal of Strategic
Information Systems (JSIS); and Journal of Information Technology (JIT).
(ii) Search Keywords
The keywords “AI Implementation”; “AI Adoption”, “Ethical AI Implementation”,
“NLP”, and “Ethical NLP” were used to conduct the literature search from the above
databases and journal websites. A total of over 350 articles were found.
(iii) Search Strategy
All the websites of the 2 identified Databases and Journals were interrogated. Using the
combination of the above keywords, the search strategy was for articles from the last
3 years: January 2018 to December 2021. Interestingly, there were about three relevant
articles from MIS Quarterly, the International Journal of Information Management, and
Critical Social Policy that were already accepted for publishing in 2022 and those 3
papers were also included.
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Table 1. Steps for searching and selecting the articles

Step Step description Detailed step description No of articles

#1 Sources searched Databases: (i). Web of Science, and (ii). Google
Scholar
Journals: (a). Journal for Management
Information Systems (JMIS);
(b). European Journal of Information Systems
(EJIS);
©. MIS Quarterly;
(d). Information Systems Journal (ISJ);
(e). Journal of Strategic Information Systems
(JSIS); and
(f). Journal of Information Technology (JIT)

Journals n = 63;
Databases n = 308

#2 Search terms The Keywords used during the process were:
“AI Implementation”; “AI Adoption”, “Ethical
AI Implementation”, “NLP”, and “Ethical NLP”

Journals n = 63;
Databases n = 308

#3 Search strategy Went to all the websites of the 2 identified
Databases and Journals. Searched for articles in
the last 3 years (2018 to 2021)

Journals n = 20;
Databases n = 44

#4 Inclusion criteria All publications between Jan 2018 and Dec
2021 with ethical AI principles and guidelines

Journals n = 20;
Databases n = 44

#5 Exclusion criteria Articles older than 2018 and those that were not
entirely relevant to the ethical AI cause

Journals n = 43;
Databases n = 264

(iv) Inclusion Criteria
With the search strategy discussed in (iii) above, the results were ±64 relevant arti-
cles selected. From those articles, Google Scholar contributed about 45 articles, which
accounts for about 70% of all the included publications, and Web of Science about 19,
which accounts for 30% of the articles.

The 2021 calendar year seemed to be themost prominent with over 33% of all ethical
AI related articles being published that year. 2020 publications follow with 22% slightly
ahead of 2019 articles at 22% were tied second at around 22% each, as shown in Table 2
below.

From the journal, the Association for Computational Linguistics and European Jour-
nal of Information Systems had the biggest number of articles with 4 each, as shown in
Table 3 below. The Institute for Electronic and Electrical Engineers (IEEE), and Minds
and Machines came second tied at 3 articles each. The was a very long tail of 1 publi-
cation each from various academic institutions, research institutes, MIS Quarterly, and
other journals like Journal of Strategic Information Systems.

(v) Exclusion Criteria
All publications before January 2018 were excluded and also those that were not entirely
relevant to the debate of ethical AI. This resulted in around 307 articles being excluded
from the SLR. The field of ethical implementation and utilisation of AI tends to be highly
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Table 2. Year of article publications included in the SLR

Year Count Percentage (%)

2018 11 17%

2019 14 22%

2020 14 22%

2021 22 34%

2022 3 5%

Total 64 100%

Table 3. Some selected journal publications included in the SLR > 1 article

Publication Count H-Index

Association for Computational Linguistics 4 71

AI & SOCIETY 2

European Journal of Information Systems 4 108

Global AI Ethics 1

Oxford 2

Journal of Information Technology 2 79

Minds and Machines 3 39

International Journal of Information Management 2 114

dynamic and Ethical AI is a phenomenon that has recently been thrust into the spotlight,
hence the decision to restrict the literature search to the last 3 years.

3 Analysis of Literature Identified

All the literature that has been reviewed came from the 64 relevant articles that have
been included in the study using the combination of the keywords “AI Implementa-
tion/Adoption”; “Ethical AI Implementation/Adoption”, “NLP”, and “Ethical NLP”.
These are the articles published in the last 3 years, from 2018, that deal with AI ethical
related issues.

Floridi and Cowls (2019) posit that the ethical debate around AI is almost as old as
the 1950s and 1960s. However, it is only in recent years that impressive advances in the
capabilities and applications of AI systems have brought the opportunities and risks of
AI for society into sharper focus (Yang et al. 2018). Just to recap, Table 4 below shows
some definitions of artificial intelligence from various authors and researchers:
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Table 4. Artificial Intelligence (AI) definitions

No AI definition Author Publisher & (Year)

1 AI are individualized
applications being developed by
businesses and used by
consumers to power human
decision-making processes,
reduce the time needed to
complete everyday tasks, and
automatically inform us of
events and incidents in the social
and political world around us

Schrader and Ghosh IEEE (2018)

2 AI is a growing resource of
interactive, autonomous, and
often self-learning agency that
can deal with tasks that would
otherwise require human
intelligence and intervention to
be performed successfully

Floridi and Cowls Harvard (2019)

3 AI is increasing capability of
machines to perform tasks,
which have been conducted
traditionally by people

Mika et al. VTT Technical Research Centre
of Finland (2019)

4 The theory and development of
computer systems able to
perform tasks normally requiring
human intelligence, is widely
heralded as an ongoing
“revolution” transforming
science and society altogether

Jobin et al. Health Ethics & Policy Lab
(2019)

5 AI encompasses various
interrelated technologies often
underpinned by machine
learning algorithms, whereby AI
achieves set objectives via
supervised (with human
guidance) or unsupervised
(machine autonomous) learning
through analyzing large datasets

Walsh et al. Ethics and Information
Technology (2019)

6 AI refers to ‘machines that act
intelligently when a machine can
make the right decision in
uncertain circumstances

Naude and Dimitri AI & Society (2020)

(continued)
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Table 4. (continued)

No AI definition Author Publisher & (Year)

7 AI has the ability to decide what
task to execute under diverse
circumstances and sometimes
beyond human capabilities and
understanding and doesn’t use
fixed algorithm to perform a
tasks

Teng AIBotics (2020)

3.1 Ethical Issues AI

Alotaibi (2018) list 9 leading ethical issues relatedwith artificial intelligence:Unemploy-
ment; Inequality; Humanity; Artificial Stupidity; Racist Robots; Security; Evil Genies;
Singularity; Robot Rights. These are exactly the same ethical issues that had been raised
by Julia Bossmann at the World Economic Forum (WEF) in 2016 which demonstrated
that there’s some unanimity when it comes to ethical AI issues.

Table 5. Leading ethical issues

Ethical issue Brief description

Unemployment Is this the end of jobs? What happens after the end of jobs?

Inequality How do we ensure the income from AI machines is equitable shared?

Humanity Can the machines influence our behaviours, interaction or relationship
building with others?

Artificial stupidity How do we prevent mistakes, especially in healthcare industry where it
could have catastrophic consequences in human life?

Racist robots How do we eliminate AI bias and injustice?

Security Cybersecurity is even more important now, how do we keep AI safe from
adversaries?

Evil genies What if AI itself turns against humanity? How do we protect against
unintended consequences?

Singularity Humans controls dangerous animals because of ingenuity and intelligence.
Can they do the same for complex and intelligent systems like AI?

Robot rights Is there a humane way to treat AI systems? How do we know they require
some ‘human’ rights?

Source: adapted from Bossmann (2016); andAlotaibi (2018)

On unemployment, the rise of Intelligence Automation (IA) – intelligent automation
of knowledge and service work (Coombs et al. 2020) – could lead to job substitution
especially for office work and clerical tasks, sales and commerce, transport and logistics;
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manufacturing industry, construction, some aspects of financial services, and some types
of services like translation, and tax consultancy (Degryse 2016). IA differs from previous
forms of automation because of machine learning where AI machines can learn, adapt
and improve over time, based on new available data (Coombs et al. 2020; Coombs 2020),
which could lead job polarization. Job Polarization is a phenomenon where “advance
technology seems to be displacing workers away from middle-skill/middle-pay jobs
down to low-skill/low-wage jobs, where these workers further depress low-skill wages,
or for a lucky fewwho are retrained, up to high-skill jobs where the workers enjoy higher
productivity and higher wages” (Dau-Schmidt 2017).

3.2 Global AI Ethical Initiatives

Table 5 above on leading AI ethical issues and the unethical AI behaviours listed in
the introduction page have led to the global initiatives to combat unethical AI design,
development, implementation, and utilisation, especially in the global north. Ethical AI
broadly refers to “the fair and just development, use, and management of AI technolo-
gies” (Bankins 2021, 5). Nakata et al. (2021) list some major global initiatives led by
governments, national and international organisations, research institutes, civil society
(non-profit), and private sector pertaining to AI principles for ethics since 2016 (Jobin
et al. 2019). Some selected of those initiatives are listed below:

(i) 5 principles on “Ethically Aligned Design” from IEEE in 2017;
(ii) 6 principles on “Future Computed” by Microsoft in 2018;
(iii) 9 principles on “Statement on AI, Robotics, and ‘Autonomous’ Systems” by

European Group on Ethics in Science and New Technologies in 2018;
(iv) 5 principles on “AI in the UK: ready, willing, and able” by the Select UK

Committee on AI in 2018;
(v) 5 principles on “Everyday Ethics for Planning” by IBM in 2018;
(vi) 7 principles on “Sony Group AI Ethics Guidelines” by Sony in 2018;
(vii) 5 principles on “An Ethical Framework for a Good AI Society” by AI4People in

2018
(viii) 7 principles on “Principles of Human-Centric AI Society” by the Japan’s Cabinet

Office in 2019; and
(ix) 4 principles on “Ethics Guidelines for Trustworthy AI” by the EU’s High-Level

Expert Group on Artificial Intelligence on AI (AI-HLEG) in 2019.

Source: adapted from Nakata et al. (2021)

These initiatives and the subsequent principles and guidelines have led to the emergence
of terms like AI4Good and AI4People Framework (Floridi et al. 2018; Cowls et al.
2021), Trustworthy AI (Mökander and Floridi 2021; Cowls et al. 2021), Responsible AI
(Kindylidi and Cabral 2021), and Emotional AI, (McStay 2019). Some of these will be
discussed in detail below:
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3.2.1 Responsible AI

Responsible AI is concerned with the design, development, implementation, and utili-
sation of ethical, transparent, and accountable AI technology in order to reduce biases,
promote fairness, equality, and to help facilitate interpretability and explainability of
outcomes (Trocin et al. 2021). It is a fairly new phenomena that investigates the ethics
of AI to understand the moral responsibility of these technologies (Kindylidi and Cabral
2021).

3.2.2 Trustworthy AI

Ethics Guidelines on Artificial Intelligence (‘the Guidelines’) were released by the
European Commission’s High-Level Expert Group on Artificial Intelligence on AI (AI-
HLEG) for Trustworthy AI. Developing trustworthy AI by ensuring that systems are
lawful, ethical and robust (European Commission 2019).

In general, these frameworks consist of several key themes, exemplified by the
HLEG Guidelines for trustworthy AI that lay out seven key requirements: (European
Commission 2019; Cowls et al. 2021; Krijger 2021):

(i) Human Agency and Oversight, “AI systems should allow humans to make
informed decisions and be subject to proper oversight.” (European Commission
2019; Cowls et al. 2021; Krijger 2021);

(ii) Technical Robustness and Safety, “AI systems need to be resilient, secure, safe,
accurate, reliable, and reproducible.” (European Commission 2019; Cowls et al.
2021; Krijger 2021);

(iii) Privacy and Data Governance, “Adequate data governance mechanisms that
fully respect privacy must be ensured.” (European Commission 2019; Cowls et al.
2021; Krijger 2021);

(iv) Transparency, “The data, system and AI business models should be transparent
and explainable to stakeholders.” (European Commission 2019; Cowls et al. 2021;
Krijger 2021);

(v) Diversity, Non-discrimination and Fairness, “Unfair bias must be avoided
to mitigate the marginalisation of vulnerable groups and the exacerbation of
discrimination.” (European Commission 2019; Cowls et al. 2021; Krijger 2021);

(vi) Societal and Environmental well-being, “AI systems should be sustainable and
benefit all human beings, including future generations.” (European Commission
2019; Cowls et al. 2021; Krijger 2021);

(vii) Accountability “Responsibility and accountability for AI systems and their out-
comes should be ensured.” (European Commission 2019; Cowls et al. 2021;
Krijger 2021).

3.2.3 Research Institutes on Ethical AI

Below are just some selected research institutes that also developed some ethical AI
principles.

(a) The Capgemini Research Institute also designed their six core principles and
characteristics of ethical (Dolganova 2021): (a). “ethical actions from design to
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application” (Capgemini Research Institute 2019); (b). “transparency” (Capgemini
Research Institute 2019); (c). “explainability of the functioning of AI” (Capgem-
ini Research Institute 2019); (d). “the interpretability of the results” (Capgemini
Research Institute 2019); (e). “fairness, lack of bias” (Capgemini Research Institute
2019); (f). “the ability to audit” (Capgemini Research Institute 2019).

(b) The European Institute for Science, Media and Democracy published a white
paper outlining five principles of AI ethics (Floridi et al. 2020; Dolganova 2021):
(a). Promoting human well-being (Floridi et al. 2020); (b). Harmlessness (“con-
fidentiality, security, and ‘attention to opportunities’”) (Floridi et al. 2020); (c).
Autonomy (“the right of people to make their own decisions”) (Floridi et al. 2020);
(d). Fairness (“respect for the interests of all parties that can be influenced by the
actions of the systemwith AI, the absence of discrimination, the possibility of elim-
inating errors”) (Floridi et al. 2020); (e). Explainability (“transparency of the logic
of artificial intelligence, accountability”) (Floridi et al. 2020).

Other fields, especially in Health Care, have developed their Frameworks for ethi-
cal AI considerations like in Pathology: Transparency, Accountability, and Governance
(Chauhan and Gullapalliyz 2021) are of critical importance in an AI System and in Oto-
laryngology: Consent and Patient Privacy, Beneficence, Non-Maleficence, and Justice
(Arambula and Bur 2020) are the principles adopted.

3.2.4 Private Sector Ethical AI Initiatives

The private sector, especially the Tech Companies, also developed some practical
standards and guidelines in designing and developing AI within their companies:

(a) IBM’s “Everyday Ethics for Artificial Intelligence: A practical guide for designers
and developers” (IBM 2018; Ashby 2020) were published in 2018 and are in full
operation: (i). Purpose expressed as unambiguously prioritized goals (IBM 2018);
(ii). Truth about the past and present (IBM 2018); (iii). Variety of possible actions
(IBM 2018); (iv). Predictability of the future effects of actions (IBM 2018); (v).
Intelligence to choose the best actions (IBM 2018); (vi). Influence on the system
being regulated (IBM 2018); (vii). Ethics expressed as unambiguously prioritized
rules (IBM 2018); (viii). Integrity of all subsystems (IBM 2018); (ix). Transparency
of ethical behaviour (IBM 2018).

(b) Microsoft also developed and published five principles that their leadership uses
in order to guide their use of AI (Bankins 2021). These are mainly linked to
the AI4People framework (Bankins and Formosa 2021; Bankins 2021) and are:
(i). fairness (“aligned to the justice norm”) (Microsoft n.d.); (ii). reliability and
safety (“aligned to the beneficence norm”) (Microsoft n.d.); (iii). privacy and
security (“aligned to the non-maleficence norm”) (Microsoft n.d.); (iv). inclusive-
ness (“aligned to the justice norm”) (Microsoft n.d.); and (v). transparency and
accountability (“aligned to the explicability norm”) (Microsoft n.d.).

(c) Google as also developed and published seven principles that they use to design,
develop, and utilise these AI type technologies (Dolganova 2021): (i). “AI should
be socially useful” (Pichai 2018); (ii). “it is necessary to strive to avoid unfair
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influence on people” (Pichai 2018); (iii). “application of best security practices”
(Pichai 2018); (iv). “responsibility for the actions of AI in front of people” (Pichai
2018); (v). “ensuring guarantees of confidentiality, proper transparency and control
over the use of data” (Pichai 2018); (vi). “maintaining standards of excellence”
(Pichai 2018); (vii). “limiting the use of potentially harmful and offensive software
products” (Pichai 2018).

3.3 AI4People Framework

The AI4Good initiative led to the development AI4People Unified Framework of Princi-
ples forAI in Society (Floridi et al. 2018, 2020; Floridi andCowls 2019). This framework
seem to encapsulate all the earlier ethical AI principles and consolidated them into 5
unified ethical AI principles: (a).Beneficence: “PromotingWell-Being, Preserving Dig-
nity, and Sustaining the Planet” (Floridi et al. 2018, 2020; Floridi and Cowls 2019; Beil
et al. 2019); (b).Non-maleficence “Privacy, Security and ‘Capability Caution’” (Floridi
et al. 2018, 2020; Floridi and Cowls 2019; Beil et al. 2019); (c). Justice: “Promoting
Prosperity and Preserving Solidarity” (Floridi et al. 2018, 2020; Floridi and Cowls 2019;
Beil et al. 2019); (d). Explicability: “Enabling the Other Principles Through Intelligi-
bility and Accountability” (Floridi et al. 2018, 2020; Floridi and Cowls 2019; Beil et al.
2019); (e). Autonomy: “The Power to Decide (to Decide)” (Floridi et al. 2018, 2020;
Floridi and Cowls 2019; Beil et al. 2019).

3.4 AI Ethical Design

The robustness of the design and the agility of the architecture of Trustworthy AI is
extremely important and must be built into the system from the beginning (Mökander
and Floridi 2021). That could also lead to a process of continuous improvement of the
re-design process. The IEEE has setup 4 Ethically Aligned Design (EAD) standards to
address the ethical concerns of AI (Alotaibi 2018): (a). “Model Process for Address-
ing Ethical Concerns during System Design” (Alotaibi 2018); (b). “Transparency of
Autonomous Systems” (Alotaibi 2018); (c). “Data Privacy Process” (Alotaibi 2018);
and (d). “Algorithmic Bias Considerations” (Alotaibi 2018).

Also, the Japanese Society for Artificial Intelligence (JSAI) articulated some ethical
principles to be followed by designers and developers of the AI systems (Dolganova
2021): These include.

(a) respect for human rights and respect for cultural diversity (JSAI 2017);
(b) compliance with laws and regulations, as well as not harming others (JSAI 2017);
(c) respect for privacy (JSAI 2017);
(d) justice (JSAI 2017);
(e) security (JSAI 2017);
(f) good faith (JSAI 2017);
(g) accountability and social responsibility (JSAI 2017);
(h) self-development and promotion of understanding of AI by society (JSAI 2017).
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Leidner and Plachouras (2017) had originally proposed 6 ethical by design princi-
ples: (i). “proactive and not reactive”; (ii). “ethical set as a default setting”; (iii). “ethics
embedded into the process”; (iv). “end to end ethics”; (v). “visibility and transparency”;
and (vi). “respect for user values”. These were further reiterated by Chauhan and Gul-
lapalliyz (2021) in their Inclusive AI Design and No Bias design principles. Schrader
and Ghosh (2018) also proposed an ethical AI development Framework which includes
the following five components: (a). “Identify ethical issues of AI”; (b). “Improve human
awareness of AI”; (c). “Engage in dialogical collaboration with AI”; (d). “Ensure the
accountability of AI”; (e). “Maintain the integrity of AI”.

3.5 NLP Business Benefits

In most businesses their primary goal or objective when implementing an AI technology
or AI innovation is to enable product and service innovation, enhance the customer expe-
rience, improve customer service, increase efficiency and productivity, and also Improve
decision making (Amazon 2020). In some other cases, like financial services industry,
risk assessment and fraud detection and prevention are another priority (Nadimpalli
2017). Because the focus area in this AI study is the NLP, which is mainly utilised in
the services sector, the AI business benefits of interest would be revenue generation and
cost optimisation, customer service, efficiency improvements and high productivity, and
competitiveness.

3.5.1 Revenue Generation and Cost Optimisation

Revenue and sales forecasts with the deployment of the NLP solution are astronomically.
For instance, theNLP can process a thousand timesmore the queries and transactions that
would have otherwise been done by over 100 people (Nadimpalli 2017). That coupled
with some cost savings and optimisation use cases like “aBank that saved over $9million
to customers after implementing an AI tool to scan small business transactions for fake
invoices” (Quest et al. 2018). The scaling of these AI technologies is also simple but the
benefits are so huge. Through AI implementation in the Anti-Money-Laundering space
in banking, the incidents of suspicious activity increased to more than 20 times, but the
resolution is also quicker (Quest et al. 2018).

3.5.2 Customer Experience

The deployment of the AI in customer services environment has significantly enhanced
customer experience (Dolganova 2021) and this became a huge competitive advantage.
The introduction of theNLP in the financial services improved the Customer Satisfaction
Index (CSI) score, improved the Complaints to Compliments ratio, and the Net Promoter
Score (NPS) (Quest et al. 2018). With the forecast that over 80% of consumers are likely
to buy a brand that offers personalised service, the need for AI to enhance customer
experience is even bigger (Arambula and Bur 2020; Amazon 2020).
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3.5.3 Efficiency Improvements and Enhance Productivity

The implementation of AI in various areas improves accuracy and efficiencies like in
the contact centres the NLP empowered customers through self-service, shortens the
Average Handle Time (AHT), especially on query resolution, significantly improves
contact quality since upfront authentication enabled, and reduces customer effort (Leins
et al. 2020). In the health care sector, AI improves efficiency and accuracy through image
analysis, robot-assisted surgery, and drug discovery by augmented the ability to provide
quality health care (Hague 2017). TheseAImodels do not only predict the image analysis
outcomes, but also identify the specific areas on an image for examination and showing
the level of confidence in the prediction (Hague 2017).

3.5.4 Competitive Advantage or Strategic Competition

NLP is a strategic competition tool as it allows you to gain new customers, but also
significantly enhance service offering the existing customers,which is a huge competitive
advantage (Arambula and Bur 2020).

4 Analysis, Synthesis, and Interpretation

After all the ethical AI initiatives undertaken, Jobin et al. (2019) contended that there
are around 84 ethical AI guidelines and around 11 principles: transparency; justice and
fairness; non-maleficence; responsibility; privacy; beneficence; freedom and autonomy;
trust; dignity; sustainability; and solidarity. But Floridi et al. (2020) team, which were
part of theAI4Good initiative, agreed that there’s some evidence of convergence of the 11
principles into around 5 principles which are part of the AI4People Ethical AI principles:
transparency; justice and fairness; non-maleficence; responsibility; and privacy.

Of the 84AI guidelines, 43,whichmakes just over 50%, is shared between 5 countries
who are more economically developed: USA, UK, Germany, France, and Finland (Jobin
et al. 2019). The rest of the guidelines is shared between EU, EC, Australia, Canada,
and EU institutions.

4.1 The AI Triple Challenge

The tripleAI challenge is trying to ensure that theAI is designed, developed, and operated
in such a way that the business opportunity, the ethical considerations of the AI, and
the opportunity cost are all balanced (Floridi et al. 2018). If these three components
or themes, as we call them in this thematic analysis study, are fully considered then a
Balanced AI (NLP) will be born. The ethics - avoidance of overuse or wilful misuse
of the AI - and the business benefits - opportunity from the NLP (AI) innovation -
emanating from the adoption of the AI have been discussed above, but the opportunity
cost (underuse) hasn’t been fully explored. The primary objective is to avoid the misuse
and the underuse of the NLP (AI) technologies (Floridi et al. 2018).

The opportunity cost of the AI is the underuse of the AI technology (Floridi et al.
2018). This is the potential benefit that can be forgone or missed out because of an option
that was not chosen in AI. Since it’s unseen it is easy to overlook and opportunity cost.
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Within AI, the broader risk is that it may be underused out of fear of overuse or misuse,
hence the need to balance these in the Balanced NLP (AI) (Floridi et al. 2018).

4.1.1 Opportunity Theme

For the Balanced NLP (AI) to be realized, the NLP must satisfy all the necessary busi-
ness case metrics, especially on return on investment. Within the NLP realm, Customer
Experience, Revenue Generation &Cost Optimization, Competitiveness, and Efficiency
Improvements & High Productivity are the best business metrics to satisfy (Table 6).

Table 6. Summary of the SLR outcome of the opportunity theme

Theme Principle Guidelines Authors

Opportunity Customer experience • Improved customer
satisfaction index;

• Good customer service

Dolganova (2021);
Quest et al. (2018)

Revenue generation &
cost optimization

• Sales revenues up;
• Costs optimised

Quest et al. (2018)

Competitiveness • Gain new customers;
• Retain existing
customers

Arambula and Bur (2020)

Efficiency improvements
& high productivity

• Average handle time on
queries improved

• Empowered customers
through self-service

• Good contact quality

Hague (2017);
Leins et al. (2020)

4.1.2 Ethics Theme

The outcome of the SLR ethics theme of the AI triple challenge is summarised in Table 7
below. Beneficence & Dignity; Justice & Fairness; Accountability & Responsibility;
Human Agency &Oversight; Non-Maleficence, Governance, Privacy, and Security; and
Transparency, Autonomy, & Freedom are the ethical principles that are consolidated
into.

Beneficence and Dignity
For the AI to achieve the Balanced AI status in the global south it must benefit everyone.
In South Africa in particular there’s a crisis of inequality, unemployment, and poverty
and any AI to be trusted it must create jobs and no job substitution or staff reduction.
Job creation and augmentation must be at the centre instead of staff reduction or job
polarization. The AI shouldn’t further exacerbate the inequality problem instead every-
one must benefit equally: company, employees, and customers. Basically, the AI must
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Table 7. Summary of the SLR outcome of the ethics theme

Theme Principles Guidelines Authors

Ethics Beneficence & dignity Promoting well-being,
preserving dignity, and
sustaining the planet

Floridi et al. (2018);
Beil et al. (2019);
Floridi and Cowls (2019);
Jobin et al. (2019)
European Commission
(2019);
Arambula and Bur (2020)
Floridi et al. (2020)

Justice & fairness • Unfair bias must be
avoided to mitigate the
marginalisation of
vulnerable groups and the
exacerbation of
discrimination

• Respect for the interests
of all parties that can be
influenced by the actions
of the system with AI, the
absence of discrimination,
the possibility of
eliminating errors

Floridi et al. (2018);
Pichai (2018);
Beil et al. (2019);
Floridi and Cowls (2019);
Jobin et al. (2019);
Capgemini Research
Institute (2019);
European Commission
(2019);
Arambula and Bur (2020);
Floridi et al. (2020);
Bankins (2021);
Dolganova (2021);
Krijger (2021);
Microsoft n.d.

Human agency &
oversight

• Promoting human
well-being

• AI systems should allow
humans to make informed
decisions and be subject
to proper oversight

Jobin et al. (2019)
European Commission
(2019);
Floridi et al. (2020);
Cowls et al. (2021);
Krijger (2021)

Non-maleficence,
governance, privacy, and
security

• No misuse or overuse of
the AI systems

• AI systems need to be
resilient, secure, safe,
accurate, reliable, and
reproducible

• Confidentiality, security,
and ‘attention to
opportunities’Adequate
data governance
mechanisms that fully
respect privacy must be
ensured

Floridi et al. (2018);
Jobin et al. (2019);
Pichai (2018);
European Commission
(2019);
Beil et al. (2019);
Arambula and Bur (2020);
Floridi et al. (2020);
Bankins (2021);
Cowls et al. (2021);
Dolganova (2021);
Krijger (2021);
Microsoft n.d.

(continued)
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Table 7. (continued)

Theme Principles Guidelines Authors

Transparency, autonomy,
& freedom

• The data, system and AI
business models should
be transparent and
explainable to
stakeholders

• Explainability of the
functioning of AI

• The right of people to
make their own decisions

• The power to decide

IBM (2018);
Pichai (2018);
Floridi et al. (2018);
Schrader and Ghosh
(2018);
Jobin et al. (2019);
European Commission
(2019);
Capgemini Research
Institute (2019);
Beil et al. (2019);
Floridi and Cowls (2019);
Arambula and Bur (2020);
Floridi et al. (2020);
Bankins (2021);
Krijger (2021);
Chauhan and Gullapalliyz
(2021);
Microsoft n.d.

be seen to addressing some of the socio-economic issues, which are really endemic in
this society.

Justice and Fairness
The AI must also be seen to be helping out in ensuring fairness in society. The global
south comes from some painful past of colonisation and exploitation and the AI must
contribute in correcting some of those injustices. Racism was rife and AI shouldn’t be
seen to be furthering some racist behaviours. The languages, dialects, and accents vary
from region to region andAImust adept to these throughmachine learning. There should
be no biasness and proper pronunciation of African names would to an AI that could be
trusted.

Non-maleficence, Governance, Privacy, and Security
Most countries in the global south are underdeveloped because of lack of service delivery
and corruption by elected officials. In order for the Balanced AI to be trustworthy, it must
be seen to be exposing these corrupt practices and not to be misused by the corrupt elite.
It must comply with the laws like POPIA in South Africa and should stand in solidarity
with the marginalised.

4.1.3 Opportunity Cost Theme

From the reviewed literature, the principles that could be grouped under the opportunity
cost theme are Transparency and Explainability, as well as Accountability and Respon-
sibility. The transparency principle is as an opportunity cost as is the ethics and makes a
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second appearance. For the balanced NLP (AI) to be a reality, these AI systems should
be have people to explain their inner workings (features and functionality) so that they
are not underused or underutilized (Table 8).

Table 8. Summary of the SLR outcome of the opportunity cost theme

Theme Principles Guidelines Authors

Opportunity cost Transparency &
explainability

• The data, system and AI
business models should
be transparent and
explainable to
stakeholders

• Explainability of the
functioning of AI

IBM (2018);
Pichai (2018);
Floridi et al. (2018);
Schrader and Ghosh
(2018);
Jobin et al. (2019);
European Commission
(2019);
Capgemini Research
Institute (2019);
Beil et al. (2019);
Floridi and Cowls
(2019);
Arambula and Bur.
(2020);
Floridi et al. (2020);
Bankins (2021);
Krijger (2021);
Chauhan and
Gullapalliyz (2021);
Microsoft n.d.

Accountability
& responsibility

Responsibility and
accountability for AI
systems and their
outcomes should be
ensured

Schrader and Ghosh
(2018);
Beil et al. (2019);
Chauhan and
Gullapalliyz (2021);
Dolganova (2021);
European Commission
(2019);
Cowls et al. (2021);
Krijger (2021)

4.2 Ethical AI Design

Based from the data of the SLR the ethical AI design principles can be consolidated into
of Data Privacy and Security, No Algorithmic Bias, Integrity of Subsystems, and Inter-
pretability and Robustness of the AI, as shown in Table 9 below. All other ethical design
considerations can be accommodated with these principles. Therefore, for a Balanced
AI to be achieved, these ethical AI design principles must be adhered to.
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Table 9. Summary of the SLR outcome of the ethical AI design

Theme Principles Guidelines Authors

Ethical AI design Data privacy and
security

• Security for personal
data and access control
while working with AI

IEEE (2009);
Alotaibi (2018);

No algorithmic bias • Inclusive AI Design
and no Bias

IEEE (2009);
Shahriari and Shahriari
(2017);
Chauhan and
Gullapalliyz (2021)

Integrity of
subsystems

• Visibility and
transparency: design
process published for
public scrutiny and
criticism

Leidner and Plachouras
(2017);
IBM (2018);
Schrader and Ghosh
(2018);

Interpretability and
robustness of the AI

• Build interpretability
and robustness into AI
systems from the start

• Ethics embedded in
the process end to end
(E2E)

IEEE (2009);
Shahriari and Shahriari
(2017);
Leidner and Plachouras
(2017);
Mökander and Floridi
(2021);

4.3 Balance NLP Conceptual Framework

Based on the above Ethical AI Challenge themes identified and the ethical AI design
principles, Fig. 1 below represents the recommended conceptual framework for the
Balanced NLP from this SLR.

The ethical AI design is fundamental in ensuring the future ethical behaviour of
the Balanced AI. The integrity of the data and it’s privacy is critical since AI depends
on the availability of data to continue learning and adapting. Those will lead to robust
algorithms that won’t end up performing unethical conduct. So the design is the input
and the start of this conceptual framework.

The opportunity, ethics, and the opportunity are the outcomes of the model. From
an ethics perspective, the Balanced AI Balanced AI recommends 5 ethical AI principles
instead of the 11 ethical AI principles as suggested by Jobin et al. (2019) and the 5
solid principles suggested by Floridi et al. (2018, 2020), which is not really far from the
Floridi et al. (2018, 2020) teams: (i) Beneficence&Dignity; (ii). Justice & Fairness; (iii).
HumanAgency&Oversight; (iv). Non-Maleficence, Governance, Privacy, and Security;
and (v). Transparency, Autonomy, & Freedom. As discussed in their guidelines above,
if these ethical principles are adhered to, the Balanced AI would be achieved.

From an opportunity cost perspective, there’s two main principle to consider that
should be the outcome of the Balanced AI: (i). Transparency and Explainability, and
(ii). Accountability and Responsibility. For fear of underutilising the AI System, the
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ability to explain and understand all the features and functionality of the system is
fundamental, hence transparency and explainability.

Fig. 2. Conceptual framework for a balanced NLP

The Opportunity theme or business benefits, the Balanced NLP, should be able to
meet the return on investment (ROI) targets of Customer Experience, Revenue Gen-
eration & Cost Optimization, Competitiveness, and Efficiency Improvements & High
Productivity. There are various metrics to test and validate these as part of the opera-
tional environment and they would need to be regularly re-visited to check the continued
sustainability on the Balanced AI investment.

5 Recommendation

The above conceptual framework in Fig. 2 will be used as a guide for the case research
study where the influence of ethical AI will be tested against the business models of the
Contact Centre. The approach of the proposed case research study will be inductively
conducted with qualitative data collection technique and thematic data analysis to test
for the conceptual framework’s validity.

5.1 Balanced NLP

For the Balanced NLP to be achieved, the intersection of ethics, opportunity, and
opportunity cost should be proven, as seen in Fig. 3 below:

(i) Ethics - Opportunity
From this SLR, the link or intersection between the opportunity and ethics themes
is critically important for the Balanced NLP to be achieved. This couldn’t be clearly
demonstrated in this review as the case research isn’t finalised yet, but it will need to be
fully explored and explained.
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Fig. 3. Balanced NLP - intersection of ethics, opportunity, and opportunity cost

(ii) Ethics - Opportunity Cost
The link between ethics and opportunity cost themes has been demonstrated in this SLR
where ethics and opportunity cost principles converge. The Transparency and Explain-
ability principles, and Accountability and Responsibility principles are seen as part of
the opportunity cost theme, but most authors classify them as ethics principles. In the
final research case study, not much emphasis will be put to this intersection.
(iii) Opportunity - Opportunity Cost
From this SLR, the link or intersection between the opportunity and opportunity cost
themes is also of critically importance for theBalancedNLP to be achieved. This couldn’t
be clearly demonstrated in this review as the case research isn’t finalised yet, but it will
need to be fully explored and explained.
(iv) Balanced NLP
The opportunity theme plays a central role in achieving this Balanced NLP. Its relation-
ship with both the ethics and opportunity cost theme will determine whether a Balanced
NLP - where ethics, opportunity, and opportunity cost intersect - is possible. This will
be fully explored and explained in the case research study.

6 Concluding Remarks

The ethical AI design process is as important as any of the above themes in ensuring a
Balanced NLP outcome. The ethical AI design is encompassing and is overarching for
all the 3 other themes as its application is important in guaranteeing the ethicalness of
the AI.

Finally, to constantly check if the NLP continues to meet the required standards of
Balanced AI, the ethics-based auditing process would be recommended. This a gover-
nance mechanism that is used by businesses that design and deploy AI systems so as to
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control the influence or behaviour of the AI system (Mökander and Floridi 2021). This
is an audit process that continuously evaluate and monitor system outputs and report on
the system’s performance characteristics (Mökander and Floridi 2021).

6.1 Future Research Areas

As already indicated above, the conceptual framework in Fig. 2 abovewill be validated in
the research case study to determine the influence of ethical AI on business performance
or business models in the Contact Centre. Other areas of study will be influenced by the
outcome of that research case.
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Abstract. ICT4D researchers have since the inception of the field engaged in
analyzing its emerging contours, as well as continuously pursued critical self-
examination to support academic growth. This paper aims to contribute to a better
understanding of the outcome of the efforts of pushing a relatively young field
forward, by analyzing the field’s level of academic maturity. Through a literature
review of ten years of ICT4D research (2011–2020), which include all papers
published in ITD, ITID and EJISDC as well as all ICT4D papers published in the
Senior Scholars’ Basket of 8 Journals, the study observes that ICT4D research ful-
fills several criteria associated with academic maturity. Furthermore, the results
indicates that the most cited ICT4D research output is actively contributing to
disciplines outside the reference disciplines of IS and development studies, sug-
gesting that ICT4D research has established itself beyond the reference disciplines.
The later constitutes a key milestone in disciplinary development.

Keywords: ICT4D · Disciplinary growth · Academic maturity · Literature
review

1 Introduction

The use of information and communication technology for development (ICT4D) has
a history dating back to the late 80s [1, 2]. The role of ICTs in development, and
understanding of ICTs potential contribution to development, has both expanded and
shifted over time [1, 3]. Although the general trend has been expansion; the field has also
been questioned at its core, that is, whether ICT4Dwas one of many fads in development
practices and research [4]. Early challenges was a direct result of numerous reports of
failed ICT4D projects in developing contexts [5, 6]. By the early 2000s the existential
debates appear to have settled, and since then the ICT4D field appears to have reconciled
with its dual nature as a ‘pracademic’ endeavor, that is spanning the “somewhat ethereal
world of academia as scholars and the pragmatic world of practice” [7], resulting in an
orientation towards understanding how, rather than if, ICTs can support development
[8–11].
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Gomez [12] argued in 2013 that the “magnitude of the growth in the field of ICTD is
unquestionable” (p. 2), and justifies the position by the number of new ICT4D journals
and the hundreds of conferences that have taken place in the first decade of the mil-
lennium. Notions of growth and evolution is supported in one of the larger systematics
reviews of the field, which sets out to understand the content characteristics of the ICTD
field in the first decade of the millennium using a multi- variable research design [12].
Gomez’s identifies multiple upward trends such as research output levels, contribution
to design, policy or theory including formulation, testing and validation of theory.

Several studies have sought to contribute to a better understanding of the field’s
evolution over time, including critical self- examination concerning the field’s research
gaps [2, 13, 14]. Areas of neglect include, but is not limited to; lack of theoretical
foundation and theoretical maturity [12]; paradigmatic assumption and influences [15],
aswell as engagementwith critical theory including post-colonial theory [16–19]; failure
to engage with ICTs impact on gender equality [20]; lack of explicit engagement and
failure to unpack “development” as well as outline ICTs role in relation to development
goals [21, 22]. Schelenz and Pawelec [23] offers a comprehensive summary of critiques
regarding ICT4D research output and contribution to practice, and tries to support ICT4D
academics to confront andovercomeareas of critique, aswell as remind the community of
its history as a discipline with an ambition to support practice. To sum up, the community
of ICT4D researchers have since the inception of the field, engaged in analysis of not
only the field’s emerging contours, in terms of thematic, geographical, methodological
orientation, but also continuously pursued critical self-examination to support further
growth. In line with this tradition, this paper aims to contribute to a better understanding
of the outcome of these efforts of pushing the field forward, but does so from a slightly
different vantage point than previous work. This paper hope to contribute to a better
understanding of evolution over time by engaging in an analysis of the field’s level
academic maturity.

Serenko and Bontis [24] argues that academic maturity rests on the fulfillment of
a number of criteria, such as having an established set of journals, regular academic
meetings, distinct subject matter, major scholars, growing body of knowledge, recog-
nized learned societies or special interest groups, well-developed networking channels,
a place in the academic teaching curriculum, and recognition of scholarly output, as well
as an impact on other disciplines. Wade et al. [25] highlight the importance of making a
substantial contribution theoretically and methodlogically to other fields to achieve the
status of being a reference discipline. A reference discipline is thus a well-established
and recognized academic domain that supports other disciplines’ intellectual endeavors
[26].Wade et al. [25] argued that the IS field, at the time had only left “amodest imprint”,
it cannot be regarded as reference discipline. Although the listed criteria makes no refer-
ence to the importance of academic environments to support high quality and impactful
research, there is reason to believe that critical mass both in terms of intellectual capacity
and other resources, are important factors. Especially in fields with strong international
competition, it has been noted that concentration of resources including intellectual
capability, is an important factor in achieving internationally recognized research [27].
Furthermore, the existence of critical mass and formalized research groups, appear to
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be conducive to the quality of individual researchers’ output [28], and international vis-
ibility, which can be seen as a proxy for research quality [29]. We also interpret it as a
sign of institutional recognition of the discipline.

To better understand the ICT4D field’s evolution and level of maturity, this paper
explores factors associated with academic maturity. Through a review of the past ten
years of ICT4D research output, this paper analyzes:

– The existence of major scholars, where major is understood as number of publications
and citations.

– The existence of academic ICT4D hubs, i.e., congregation of academic production to
specific spaces.

– The existence of key works, understood as frequently cited works.
– The degree of impact on disciplines outside the two reference disciplines IS and
development studies, i.e., to what degree is ICT4D research being recognized by
other academic disciplines.

2 Method

For the review of the literaturewe followed the guidelines of journal selection byWebster
and Watson [30]. Similar to Gomez [12] we selected the three top ranked peer-reviewed
journals from our field of study, ICT4D.Gomez [12] also included two additional ICT4D
focused journals, as well as two ICT4D conferences. In this study we supplemented the
top ranking ICT4D journals with the top journals in one of our reference fields, IS.
The top three ICT4D journals was selected based on Heeks ranking [31]1 and the top
IS journals selected are the Senior Scholars’ Basket of 8 Journals (SSB8J) [32]. The
literature review thus comprised of 11 journals in total. For the three ICT4D journals
EJISDC, ITD and ITID all papers between 2011–2020 (except for editorials and book
reviews) were included. For articles from the SSB8J a slightly more purposeful sample
stagey was applied, which entailed identifying and including only the articles which had
a clear focus on ICT4D. The sample processes included a search using the keywords:
‘ICT4D’, ‘ICTD’, ‘Developing countries’ and ‘Developing country’. In a second step
all abstracts were read to determine if the paper had an ICT4D focus or if ICT4D
was cursorily mentioned. We acknowledge that ICT4D is an interdisciplinary field, and
scholars publish in a vast number of different outlets, including other IS journals not
included in this study. There are for example several regionally oriented ICT4D journals
focusing on Africa and Asia that are not included. Similiar to Gomez [12], we choose
to exclude region- specific journals. With the aforementioned limitations, we may have
missed some highly cited ICT4D papers, which can have had an impact on the results.
We recommend that development studies journals, as well as high-ranking conferences,
should be included in future studies. A total of 862 papers were included in this study.
See Table 1 for selected journals and number of papers.

With almost half of the articles (47%) EJISDC dominate the material in terms of
number of published ICT4Dpapers 2011–2020.Only 6.5%were published in the SSB8J.
After identification all papers were coded on:

1 Note that Information Technologies & International Development Journal are currently not
publishing any papers. Last issue was in 2020.
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Table 1. Selected journal and number of papers

Journal Number of papers Average no. of citations

EJISDC 406 17,16

ITD 267 30,41

ITID 133 29,91

ISJ 19

JIT 13

JAIS 8

MISQ 6

EJIS 4

JSIS 3

ISR 2

JMIS 1

SSB8J combined 56 54,88

– Journal name, year published, volume and issue.
– Title of the paper.
– Authors (both main and co-authors).
– Author university. (If author was affiliated with multiple universities, only the first
listed university was noted).

– The country of the authors’ university affiliation.
– Number of citations for each paper.

Google Scholar was used to determine the number of citations as it provides the
most comprehensive citation data [33]. The number of citations was collected during
one week in September 2020. Since recently published papers have had a shorter time
to accumulate citations, we acknowledge that the mapping is skewed in favor of older
papers. The entire statistical analysis was done in excel using Pivot tables, and we only
use descriptive statistic in the paper.

To explore the field’s impact on other disciplines, we mapped citation patterns for
the ten most cited papers. A citation identifies the “researchers whose concepts, theories,
methods, equipment, and so on, inspired or were used by the author” [34]. Furthermore,
a citation of a particular text, reflects the merits of it, that is, its quality, significance,
and/or impact [34]. The study approached citations in similar fashion toWade et al. [25],
who explains the rationale behind citation analysis as “[c]itations represent a means by
which knowledge is transferred among scholars both within a field and between fields.
Citations are the foundational building blocks uponwhich scientific traditions are formed
and advanced” (p. 249).) Given the study’s sample size of 862 articles, where each item
has accumulated numerous citations, in combination with the study’s resources limita-
tions; the citation analysis only included the top ten most cited articles. This purposeful
sampling technique, wasmotivated by the top ten constituting the field’smost substantial
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output. Scientometrics considers a set of the most influential articles as a valid sample-
procedure [35]. For each of the top ten cited articles, the citations we assessed and coded
as either: a) ICT4D, b) IS, c) Development, or d) Other, i.e., outside the two reference
disciplines, such as business administration, political science or pedagogy etc. During
the analysis we reviewed each source that we were not immediately able to place within
a specific field. The review entailed examining the journal’s aims and scope statement,
followed by an examination of the papers the journal typically published. Sources in
languages other than English, Germen, French, Spanish and Portuguese, were excluded
due the authors’ language limitations to assess the source’s disciplinary home. Further-
more, to limit the risk for interpretational error in the coding, all items were coded by
both authors.

3 Findings

Several studies have ambitiously analyzed the ICT4D field’s growth since the start of the
millennium, and concluding it to be a diverse, multi-disciplinary and multi-stakeholder
academic field [2, 19, 23]. This study sought to contribute to the understanding of the
ICT4D field’s evolution, using a different lens than most previous studies.

3.1 Existence of Major Scholars

The existence of major scholars is one criteria to measure disciplinary maturity. Table 2
shows the authors that has published the most papers as main author between 2011–
2020. Although one author stands out, Gomez, it is difficult to argue that there is a group
of leading scholars. Rather there is a spread of authors publishing in the field (there are
1606 different authors that are either main or co-author of the papers included in the
study). With the study including all papers for ten years, one could arge that most of
leading authors publishes relatively little. The productivity measure would, of course,
change had we included more journals and conferences such as IFIPWG 9.4, ICTD and
SIG GlobDev.

The results could also indicate a diverse community where many contribute. Only
Agder University and University of Cape Town appear twice in the list for the 14 most
published researchers. The results indicate that the field is still a rather male- dominated
domain with only three of the 14 most published authors being female.

Looking at the SSB8J specifically (see Table 3) we see that 16 authors have published
2 or more papers from 2011 to 2020. Comparing total number of publications with
publications in SSB8J we see that some authors, such as Venkatesh, Sykes and Myers
only publish in SSB8J whereas e.g., Gomez only publish in the ICT4D specific journals.
We also see that some of the most published overall, such as Heeks and Thapa, publish
in both the SSB8J and the ICT4D specific journals.

Table 4 shows the most cited authors (as both main and co-authors) and average
number of citations per paper. Not surprisingly, considering he is the most productive in
terms of number of publications, Gomez has the greatest number of citations with 529.
On second place it is a “tie” between Venkatesh and Sykes. For all their papers they are
main author (Venkatesh) and co-author (Sykes) which explains their identical numbers.
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Table 2. Most published authors (as main author)

Main author No. of papers University Gender

Gomez, Ricardo 10 University of Washington Male

Thapa, Devinder 7 Agder University Male

Heeks, Richard 7 University of Manchester Male

Samoilenko, Sergey 6 Virginia Union University Male

Bello-Bravo, Julia 6 Michigan State University Female

Venkatesh, Viswanath 5 University of Arkansas Male

Etoundi, Roger Atsa 5 University of Yaoundé Male

Winley, Graham Kenneth 4 Assumption University Male

Mariscal, Judith 4 Centro de Investigación y Docencia
Económicas

Female

Mooketsi, Bojelo E 4 University of Cape Town Female

Sein, Maung K 4 Agder University Male

Bankole, Felix O 4 University of Cape Town Male

Duffett, Rodney 4 Cape Peninsula University of
Technology

Male

Effah, John 4 University of Ghana Business School Male

18 authors with 3 publications

Interesting though, while they only have 5 published papers, they have almost as many
total numbers of citations as Gomez. As mentioned all of Gomez papers are published in
the three dedicated ICT4D journals, whereas Venkatesh and Sykes papers are published
in the SSB8J (3 in MISQ, 1 in ISJ and 1 in ISR). Papers publishing in the SSB8J have
a higher average number of citations (see Table 1). Similar to most published authors,
most of the most cited authors are male (17 of 20).

When combining data for lead and co-authorship, number of total citations, as well
as average number of citations per paper (Table 4); it become evenmore difficult to argue
a group of leading scholars. Is an individual a leading scholar based on the number of
papers published? Or the total number of citations accumulated? The ICT4D field has a
group of six scholars that have accumulated 400 or more citations, but with a range of
5–16 papers contributing to the overall score.

3.2 The Existence of ICT4D Hubs

With established research groups likely to be a conducive environmental factor to
research output and quality, as well as a sign of institutional recognition of the dis-
cipline; the study sought to explore the existence of research hubs. Table 5 shows the 21
most published universities. There appear to be two main hubs, that in terms of number
of peer reviewed articles, are more productive than other environments. These academic
environments are University of Cape Town and University of Oslo.
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Table 3. Most published authors in SSB8J (as main- or co-author)

Author No. of papers

Venkatesh, Viswanath 5

Sykes, Tracy Ann 5

Heeks, Richard 3

Rai, Arun 3

Karanasios, Stan 3

Soekijad, Maura 2

Sandeep, M. S 2

Myers, Michael D 2

Cui, Lili 2

Slavova, Mira 2

Cui, Miao 2

Thapa, Devinder 2

Ferguson, Julie 2

Pan, Shan L 2

Ravishankar, M. N 2

Avgerou, Chrisanthi 2

3.3 ICT4D Key Work

A key feature of a mature research discipline is the existence of key works, defined here
as frequently cited works. The ICT4D field appear to have a set of key works that are
widely cited and most likely to impact the conversations within ICT4D community. Not
surprisingly, most (17) of the papers in the list are from 2011–2015. The most cited
paper is however from 2017 and published in ITD. No particular academic environment
dominate, which could be interpreted as a there are several institutions that provide the
right conditions for impactful work to be produced (Table 6).

3.4 Impact Outside the Reference Disciplines of IS and Development Studies

Does ICT4D research draw primarily intra-disciplinary citations from the fields of IS
and development, or other disciplines?Wade et al. [25] describe a 80/20 rule in his study
of twelve years of published IS management research, where around 80% of citations
are intra-disciplinary citations, and the rest come from other fields.

The citation analysis (see Table 7) of the ten most influential articles indicate that
ICT4D key works often, but not always surpass the 80/20 rule. The analysis indicates
that several of the most cited articles have been successful in reaching an audience
outside the two reference disciplines of IS and development studies. A closer look does
however indicate that it is primarily research that focus on trade, business- intelligence
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Table 4. Most cited authors (as main- and co-author)

Author No. of citations No. of papers (main- and
co-author)

Avg. citations Gender

Gomez, Ricardo 529 16 33,06 Male

Venkatesh, Viswanath 518 5 103,60 Male

Sykes, Tracy Ann 518 5 103,60 Female

Heeks, Richard 488 13 37,54 Male

Brown, Irwin 442 9 49,11 Male

Thapa, Devinder 417 11 37,91 Male

Sæbo, Øystein 331 8 41,38 Male

Bankole, Felix O 317 4 79,25 Male

Pather, Shaun 302 6 50,33 Male

Sein, Maung K 295 7 42,14 Male

Walsham, Geoff 290 3 96,67 Male

Graham, Mark 284 5 56,80 Male

Smith, Matthew L 276 3 92,00 Male

Blumenstock, Joshua E 265 2 132,50 Male

Wyche, Susan 241 3 80,33 Female

Zainudeen, Ayesha 240 3 80,00 Female

Carmody, Padraig 232 2 116,00 Male

Venkatraman, Srinivasan 219 1 219,00 Male

Chib, Arul 218 7 31,14 Male

Furuholt, Bjørn 211 3 70,33 Male

and administration, that have been particularly successful in drawing citations outside
the two reference disciplines.

4 Discussion and Conclusion

This study sought to contribute to the growing body of research on the ICT4D field’s
evolution. We belive this study complements some of the previous work most notably,
Gomez [12] andWalsham [2], as well as Andersson andHatakka [36].We used a slightly
different lens thanmost previous studies that primarily engagedwith analyzing the field’s
key foci, methodological and theoretical approaches, as well as geographical orientation
and implication for policy. Academic maturity can be measures based on a number of
criteria such as an established set of journals and conferences, major scholars, a grow-
ing body of knowledge, well-developed networking channels, a place in the academic
teaching curriculum, recognition of scholarly output [24], as well as an impact on other
disciplines [25]. In this paper we explored some of the criteria for academic maturity.
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Table 5. Affiliation for main authors

University No. of published papers Country

University of Cape Town 35 South Africa

University of Oslo 31 Norway

University of Washington 19 United States

University of South Africa 17 South Africa

Cape Peninsula University of Technology 16 South Africa

University of Manchester 14 United Kingdom

University of Agder 13 Norway

University of London 12 United Kingdom

London School of Economics & Political Science 10 United Kingdom

University of Yaoundé 10 Cameroon

Örebro University 9 Sweden

Assumption University 8 Thailand

Michigan State University 8 United States

University of the West Indies 8 Jamaica

Nanyang Technological University 8 Singapore

University of Fort Hare 8 South Africa

University of Ghana Business School 8 Ghana

University of Pretoria 7 South Africa

University of Oxford 7 United Kingdom

Rhodes University 7 South Africa

University of the Western Cape 7 South Africa

The existence ofmajor scholars - the study shows that the field has several established
scholars that both have a relatively high production of papers and citations. We can also
see that ICT4D research are welcome, and published, in the top IS journals. Hence, there
are indications that the field has leading scholars, but the findings are inconclusive, with
the configuration of a leading group is difficult to ascertain.

The existence of ICT4D hubs – Our study also reveals that there are number of
universities with a high production of ICT4D research. As mentioned, the existence
of critical mass and formalized research groups, appear to be conducive to the quality
of individual researchers’ output [28]. Albeit there exist research environments who
are numerically productive, i.e., are responsible for a relatively high number of papers;
these research environments were not responsible for any of the top ten most cited work,
University of Cape Town, has one paper on the top twenty list. Looking at the list of
most published universities it is also apparent there are 4 countries that produces most
ICT4D research, South Africa, UK, Norway and the USA.
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Table 6. 20 Most cited papers

Journal Year Title Author Citations Affiliation of authors

ITD 2017 ICT4D research:
reflections on
history
and future agenda

Walsham, G 264 University of
Cambridge

ISJ 2014 Understanding
e-Government portal
use in rural India:
role of demographic
and personality
characteristics

Venkatesh, V.,
Sykes,
T. A., &
Venkatraman, S

219 University of
Arkansas,
Coastal Carolina
University

ISJ 2011 A preliminary study
of ecommerce
adoption in
developing countries

Datta, P 209 Kent State University

MISQ 2015 Bridging the Service
Divide Through
Digitally Enabled
Service Innovations:
Evidence from
Indian Healthcare
Service Providers

Srivastava, S. C.,
&
Shainesh, G

198 HEC, Paris, Indian
institute of
management,
Bangalore

ITD 2015 An Empirical Study
of Factors Affecting
E-Commerce
Adoption among
Small- and
Medium-Sized
Enterprises in a
Developing
Country: Evidence
from Malaysia

Ahmad, S. Z.,
Abu Bakar, A. R.,
Faziharudean, T.
M.,
& Mohamad
Zaki, K. A

197 Abu Dhabi University,
Prince Sultan
University,
University of Malaya,

ITID 2011 Mobile Phones and
Expanding Human
Capabilities

Smith, M. L.,
Spence, R., &
Rashid, A. T

191 International
Development
Research Centre
– Ottawa, Economic
and Social
Development
Affilates – Toronto

(continued)
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Table 6. (continued)

Journal Year Title Author Citations Affiliation of authors

EJISDC 2012 ICT Evaluation: Are
We Asking the
Right Questions?

Gomez, R., &
Pather, S

177 University of
Washington, Cape
Peninsula University
of Technology

ITD 2016 Why Don’t Farmers
Use Cell Phones to
Access Market
Prices? Technology
Affordances and
Barriers to Market
Information
Services Adoption
in
Rural Kenya

Wyche, S., &
Steinfield, C

177 Michigan State
University

EJIS 2012 The impact of
IT-business strategic
alignment on firm
performance in
a developing
country setting:
exploring
moderating roles of
environmental
uncertainty and
strategic orientation

Yayla, A. A., &
Hu, Q

175 Binghamton
University,
Iowa state university

ITID 2013 Considering Failure:
Eight Years of ITID
Research

Dodson, L. L.,
Sterling, S. R., &
Bennett, J. K

170* University of
Colorado

ITD 2013 Telecommunications
development and
economic growth in
Africa

Chavula, H. K 167 Economic
Commission for
Africa

ISR 2013 Digital Divide
Initiative Success in
Developing
Countries: A
Longitudinal
Field Study in a
Village in India

Venkatesh, V., &
Sykes, T. A

166 University of
Arkansas

(continued)
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Table 6. (continued)

Journal Year Title Author Citations Affiliation of authors

EJISDC 2011 Mobile Banking
Adoption in Nigeria

Bankole, F. O.,
Bankole, O. O., &
Brown, I

161 University of Cape
Town

JMIS 2013 Information
Technology and
Productivity in
Developed and
Developing
Countries

Dedrick, J.,
Kraemer,
K. L., & Shih, E

161 Syracuse University,
University of
California,
Sungkyunkwan
University

ITD 2012 Youth, mobility and
mobile phones in
Africa: findings
from a three-country
study

Porter, G.,
Hampshire, K.,
Abane, A.,
Munthali, A.,
Robson,
E., Mashiri, M.,
& Tanle, A

156 Durham University,
University of Cape
Coast,
University of Malawi,

ITD 2017 Increasing
collaboration and
participation in
smart city
governance: a
cross-case analysis
of smart city
initiatives

Viale Pereira, G.,
Cunha, M. A.,
Lampoltshammer,
T. J., Parycek, P.,
&
Testa, M. G

150 Danube University,
Krems
Pontifical Catholic
University of Rio
Grande do Sul

ITD 2012 Inferring patterns of
internal migration
from mobile phone
call records:
evidence from
Rwanda

Blumenstock, J. E 146 University of
California

ITID 2011 Social Influence in
Mobile Phone
Adoption: Evidence
from the Bottom
of the Pyramid in
Emerging Asia

De Silva, H.,
Ratnadiwakara,
D., &
Zainudeen, A

144 LIRNEasia, Louisiana
State
University

(continued)
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Table 6. (continued)

Journal Year Title Author Citations Affiliation of authors

EJISDC 2011 The Developmental
Contribution From
Mobile Phones
Across the
Agricultural
Value Chain in
Rural Africa

Furuholt, B., &
Matotay, E

133 University of Agder,
Mzumbe University

ITID 2013 Emergent Practices
Around CGNet
Swara: A Voice
Forum for Citizen
Journalism in Rural
India

Mudliar, P.,
Donner, J., &
Thies, W

132* University of Texas,
Microsoft Research
India

*Google scholars do not separate the citations from the journal ITID and the conference
proceedings the paper was first published in.

Key works – in our study we also list the top 20 cited papers from 2011–2020. Of the
top 20 cited papers there are only two authors that appear more than once -Venkatesh and
Sykes (as main- and co-authors of the same papers) - with two papers on the list. When
looking at where the papers are published, while the SSB8J papers only represent 6.5%
of the papers in our dataset, six of the 20 most cited papers are from SSB8J, including
3 of the top five cited papers.

Impact outside of the reference disciplines - The study’s citations analysis indicate
that ICT4D research is being recognized beyond its reference disciplines. Some sub-
areas are clearly contributing to and influencing other academic disciplines. Following
the 80/20 rule [25] we see that eight of the top ten cited papers havemore than 20% of the
citations outside of the reference fields of ICT4D. For one paper [37], as much as 45,7%
of the citations are outside of ICT4D or its reference fields. While, the citation-patterns
can be interpreted as a sign of recognition from other disciplines, further bibliometric
studies are required to establish to what degree ICT4D research recirprocates and itself
embraces pluralism and transdisciplinarity beyond its refence disciplines. Future work
should thus explore to what degree the ICT4D field, is defined by an intellectual ideal
of a never-ending cycle of wide engagement with other fields, and learning from other
disciplines to ensure both continuous relevance of output and rigour [38].

Other criteria for a mature field, not explicitly studied in this paper, would also
indicate that the ICT4D field has come a long way since the early 2000s. ICT4D has its
own specialized journals (e.g., ITD and EJISDC) and its own regular academic meetings
through a set of international conferences and workshops, e.g., IFIP WG 9.4 began
already in 1989, followed by ICTD (2006) and SIG GlobDev (2008). ICT4D research
status is further verified by e.g., special issues in the SSB8J. For example, at the time
of this paper, there is a special issue in MISQ about “Digital Technologies and Social
Justice” [39] and in ISJ about “Information Systems and SustainableDevelopment” [40].
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Table 7. Citation analysis of the ten most cited papers

Journal Title ICT4D IS Development Other

ITD ICT4D research: reflections on history
and future agenda

47,8% 28,4% 11,7% 12,1%

ISJ Understanding e-Government portal
use in rural India: role of
demographic and personality
characteristics

28,8% 43,4% 0,5% 27,4%

ISJ A preliminary study of ecommerce
adoption in developing countries

29,7% 44,0% 0,5% 25,8%

MISQ Bridging the Service Divide Through
Digitally Enabled Service
Innovations: Evidence from Indian
Healthcare Service Providers

17,7% 47,5% 4,5% 30,3%

ITD An Empirical Study of Factors
Affecting E-Commerce Adoption
among Small- and Medium-Sized
Enterprises in a Developing
Country: Evidence from Malaysia

32,0% 18,3% 4,0% 45,7%

ITID Mobile Phones and Expanding Human
Capabilities

31,5% 25,0% 9,0% 34,5%

EJISDC ICT Evaluation: Are We Asking the
Right Questions?

41,2% 31,1% 4,5% 23,2%

ITD Why Don’t Farmers Use Cell Phones
to Access Market Prices? Technology
Affordances and Barriers to Market
Information Services Adoption in
Rural Kenya

35,6% 18,6% 8,5% 37,3%

EJIS The impact of IT-business strategic
alignment on firm performance in a
developing country setting: exploring
moderating roles of environmental
uncertainty and strategic orientation

20,6% 42,3% 0% 37,1%

ITID Considering Failure: Eight Years of
ITID Research

46,5% 31,7% 8,8% 13,0%

Finally, ICT4D is an independently taught subject and part of the academic teaching
curriculum across the world. ICT4D specific curriculums have been developed [41] and
is being taught at universities across the world [42–44].

Mindful of that assessing academic maturity is not a black and white matter, but
entirely dependent on how it is measured and when, this study makes no claim to con-
clusively determine the ICT4Dfield level ofmaturity.Neverthless anddespite that several
criteria appear to be only partially fulfilled, the community of researchers should take
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great pride in the field’s evolution, and where our research is read and appreciated by
audiences beyond the reference disciplines of IS and development studies.

Acknowledgements. The authors wish to acknowledge Sirajul Islam, Associate professor at
Örebro University, Sweden for his valuable assistance during a first round of coding.
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Abstract. This paper takes stock of how ‘smart’ is conceptualized in smart cities
literature and how the concept is getting re-appropriated in different smart village
initiatives across Europe and the Global South. Emerging discourses on smart
village espouse the concept of ‘smart’ to strategically leverage ICTs to bring
inclusive and sustainable rural development, however these visions are ambiguous
about the nature of ICT artifacts and its interactions with rural community and
people’s goals and abilities and how they can shape actions and outcomes of
sustainable development. Finally, future research directions for ICT4D researchers
are proposed to address the current shortcomings and to expand the knowledge
and practice of smart village interventions.

Keywords: Smart village · Smart cities · Smart · Sustainable rural
development · ICT4D intervention

1 Introduction

There has been an emergence of ‘smart village’ interventions for strategic use of ICTs for
rural development across Europe [1] and in many parts of the Global South [2, 3]. Many
of these interventions come as a response to appropriate and expand the concept of smart
cities in a rural context with the aim to facilitate the achievement of sustainable rural
development. Authors also highlight smart village as a nascent but potential research area
to address the shortcomings of extant smart cities literature [4]. They argue that since
smart village has a small scale and limited focus on specific village level communities
than large scale smart cities, it potentially offers better and manageable empirical focus
on local contextualization of problems and ICT based interventions, benefiting both
researchers and practitioners.

Interest in ICTs and rural development isn’t a recent trend. Historically, rural stud-
ies authors as well as ICT4D authors have explored the potential roles of information
technology for rural development [5–8]. For instance, what roles telecommunication
and publicly accessible IT infrastructures like telecentres play to diversify the local rural
economy and facilitate social change. Therefore, the novelty of smart village must be
weighed in a historical context of previous and existing rural ICT interventions.
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However, the discourses on smart village are concurrently emerging in public sector
agendas, civil society initiatives, academic literature, and corporate efforts. This paper
argues that it is important to identify how these multiple interpretations of smart village
overlap and differ, and how this so-called new approach addresses rural issues, the idea of
‘development’ and the nature of information technology. Given that ‘smart’ has become
a buzzword, uncritically importing the smart agenda from the smart cities approach and
applying it to a novel area comes with its own set of drawbacks [9]. Therefore, this paper
aims to critically explore how the idea of smart gets re-appropriated in rural context and
how this context contributes in re-defining the discourses around smart itself.

This paper is conceptual in nature and bases its evidence on a selective reviewof exist-
ing smart cities and smart village literature, as well as smart village policy documents,
project reports, and project websites. Taking an ICT4D (Information and Communica-
tion Technology for Development) perspective, it critically questions how the concept
of ‘smart’ is shaped in the smart village discourse. An ICT4D perspective allows us to
conceptualize smart village as a socio-technical phenomenon and to discuss not only
its technological side but also the social processes and developmental implications [10,
11]. This complements the growing consensus in the related domain of smart cities
research that emphasizes a holistic view that crosscuts dimensions of technology, soci-
ety, economy, and environment [12]. On one hand, this perspective equips us to unpack
the underlying assumptions about technological artifact(s) and their interactions with
organizational structures, processes, and human agency [13–15]. On the other hand,
it enriches our understanding of an ICT4D phenomenon by looking at the role of the
context in which it is embedded and by focusing on the phenomenon’s role in bringing
transformational change at societal level [16].

The paper is organized in the following way. First, it synthesizes how the conceptu-
alization of ‘smart’ has evolved within the smart cities literature. Second, it highlights
selected smart village interventions and smart based rural development literature tomake
sense of emerging conceptualization of smart in the smart village discourse. Finally, it
proposes relevant future research directions to contribute to the practice and research of
smart village.

2 Evolution of ‘Smart’ in Smart Cities

A commonly agreed upon definition of smart cities is hard to find. Numerous survey
articles have come up with plethora of definitions. Ismagilova et al. [17] in their litera-
ture review note that smart cities are conceptualized with a major focus on technology
integrated with related themes of citizens, interaction, sustainability, and quality of life.
Another review article [12] found that a techno-centric view of smart cities is promoted
through the grey literature published by North American business companies, while a
holistic view of smart cities in terms of human, social, economic, environmental and
technological dimensions, is generated in peer-reviewed articles published by European
universities.

In a now influential paper, Hollands [18] claimed that smart cities initiatives were
driven by techno-deterministic values and pro-business and entrepreneurial ethos of high
tech corporate companies and municipal governments. He calls for a more progressive
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conceptualization of smart cities that put people and human capital first and doesn’t
blindly put its trust solely on technology to drive change. More recent work has followed
his call and shifted towards conceptualizing smart cities by integrating the view of
sustainability [19–21] and inclusiveness [22–24].

Drawing on these conceptual debates, it can be argued that visions of ‘smart’ cross-
cuts four broad conceptualizations: (1) smart as technological (2) smart as entrepreneurial
(3) smart as sustainable (4) smart as inclusive (Table 1).

Table 1. Multiple conceptualizations of ‘smart’ in the smart cities discourse

Concepts of ‘smart’ in
smart cities

Technological system Social system Area of interest

Smart as technological High focus (supply
driven)

Low focus Supply side needs to build
smart systems

Smart as entrepreneurial Low focus High focus Entrepreneurial
development,
collaborative business
networking

Smart as sustainable Low focus High focus Social and environmental
values generated in
addition to economic
values

Smart as inclusive High focus (demand
driven)

High focus Citizen participation,
inclusion of marginalized
groups in design,
deployment, and
evaluation of projects and
planning

2.1 Smart as Technological

The dominant imagination of ‘smart’ in the smart cities discourse connects the concept
primarily to the role of ICT infrastructures [25]. This vision of smart largely comes
from researchers working in the domains of computer science and engineering, as well
as corporate companies that develop, produce, and help municipal governments imple-
ment smart technologies and datafication processes like Internet of Things (IoT), cloud
computing and Big Data [12, 17]. For instance, a highly cited paper by Zanella et al.
[26] on IoT sees the realization of smart city concept through exploitation of advanced
technologies for management and optimization of public services and for increasing the
transparency and evidence based strategizing of cities.

Angelidou [27] notes that such visions promote a smart city product economy where
ICT infrastructures are pushed in amarket of smart city products and solutions to pull the
demand of cities seeking to address urban problems. For Zanella et al. [26], deployment
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of IoT system is at the core of smart city initiatives and critical factors for successful
deployment are twofold: the technological complexities of integrating and standardizing
heterogenous systems to support a dynamic urban IoT system, and a sustainable market
mechanism that allows steady investment and commercial demand of smart technolog-
ical systems. Therefore, ‘smart as technological’ discourse is of top-down nature with
development and marketing of technological systems taking primary attention whereas
citizen centric and demand side social processes getting overlooked [18, 24].

2.2 Smart as Entrepreneurial

Entrepreneurial spirit is a recurrent idea in smart cities initiatives that is also closely
interlinked with technocentric vision of smart cities [18]. Designated smart cities aim
at stimulating economic growth and job opportunities by providing seedbed conditions
not only for local enterprises and entrepreneurs to grow but also for attracting foreign
investors and expanding non-local markets [28]. Collaboration and innovation are two
interconnected themes when discussing about the entrepreneurial spirit of smart cities.
Barcelona, one of the pioneer smart cities, puts digital innovation at the fore of its
Barcelona Digital City Plan [29]. It claims to support entrepreneurs and businesses by
providing them with collaborative networking opportunities through digital hubs and
incubators, as well as funding opportunities for innovations with social impacts. Simi-
larly, business and management scholars have investigated the smart city phenomenon
as an opportunity to explore the role of smart cities in fostering entrepreneurship [30]
and to develop framework for collaborative entrepreneurial ecosystems [31].

Authors note that entrepreneurialism and techno-centrism are dual agendas of a cor-
porate model of smart city promoted by city governments and corporate tech suppliers
[9, 24].Much like the technological conceptualization of smart cities, the entrepreneurial
view favours a supply-driven focus and a dominant market logic to boost local economy.
Though the entrepreneurial discourse might seem tomake up for the shortcomings of the
technology discourse by putting attention back to social systems and processes of col-
laboration and networks, we need to understand that underlying these social systems are
strong neo-liberal pursuits of profitmaking and economic growth rather than democratic
and pro-public values [32].

2.3 Smart as Sustainable

Recent scholarship has tried to question the holistic and ecological dimensions of smart
cities, thereby trying to move away from market-driven urban growth to people-centred
and urban ecology-centred concerns. They ask how is the smart city agenda improving
the citizen’s quality of life andmaking urban systems sustainable for the future [19]? The
integrated concept of ‘smart sustainable city’ is one such example. Höjer and Wangel
[20] define smart sustainable city as “a city that meets the needs of its present inhabitants
without compromising the ability for other people or future generations to meet their
needs, and thus, does not exceed local or planetary environmental limitations, and where
this is supported by ICT” (p. 347). This reorientation also emerges from critical studies
that find problems with non-ideological, pragmatic, and commonsensical views [33]
when imagining smart as “technological” and/or “entrepreneurial”. Authors emphasize



444 P. Thapa and D. Thapa

the political and non-neutral impacts of neo-liberal corporate management of cities and
the dangers of overlooking varying levels of contextual factors across regions when
drawing up a one-size-fits-all framework of smart city.

Limited but growing literature on smart cities and sustainable development suggests
that sustainability discourse within smart cities should espouse models, frameworks,
and indicators that explore and measure better sustainability targets and assessments of
impacts, and not just economic indicators and models of growth [19, 21, 34].

2.4 Smart as Inclusive

Closely related to the sustainable development agenda is the growing scholarship that
puts social justice and citizen centric agendas at the forefront of smart cities research.
They are interested in asking questions like how smart cities will benefit marginal com-
munities? [22], how initiatives may increase urban inequality? [23] and how to improve
the role of marginalized groups in conceiving, designing, implementing and evaluat-
ing smart cities projects? [35]. Here marginalized groups are any heterogenous groups
of people like migrant workers, slum dwellers, ageing population, and people with
disabilities.

Building their argument from a European context, Engelbert et al. [36] caution that
‘inclusiveness’ may be prevalent in the smart city rhetoric, but the underlying logics
benefit technologists and experts, de-socialize urban problems through business frames
and hold an unproblematic view of participation that in return leads to exclusion of
citizen participation and perspectives. It is pertinent to understand that normatively,
inclusiveness discourse demands integration of bottom-up approaches to ensure citizens
not only the right to use the technology as users but also the right to shape the city with
technological solutions for sustainable development as co-designers [24], thus taking
account of both technological and social system. Therefore, it can be argued that ‘smart
as inclusive’ discourse puts high focus on technological systems, but this focus is norma-
tively different from the high technological focus in ‘smart as technological’ discourse.
While ‘smart as technological’ discourse imagines businesses and experts driving and
designing technological systems without any input from citizens, ‘smart as inclusive’
imagines technological systems to emerge from democratic dialogues and deliberations
between citizens and technology producers.

In sum, the concept of ‘smart’ has dynamically evolved in smart cities literature.
From the knowledge generated in the last decade itself we can trace the shifting concep-
tualization of smart cities: from techno-centric values to holistic values of sustainable
and inclusive urban development. However, it is challenging to critically assess the dis-
courses around smart village, since the knowledge around the concept is still emerging
and not clearly understood. The next section highlights this emerging field of research
and practice.

3 Emerging Discourses of ‘Smart’ in Smart Village

Smart cities literature highlights municipal government and corporate sector as the two
main dominant drivers of the smart city initiatives [25, 33], while civil society and
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academia have recently become important driverswith the need to integrate sustainability
and inclusiveness in the conceptualization of smart cities [24]. For critically assessing
how ‘smart’ is operationalized in smart village, this paper therefore sought to present
how these different drivers like governments, civil society, private sector, and academic
literature were contributing to the ongoing discourses.

This paper takes a strategy to generate a variety of narratives from policy documents,
program and project reports, and academic articles to assess their views on technology,
people, processes, and rural development. This resulted in identification of five major
smart village interventions at a global level. These include twopolicyguidedpublic sector
interventions, two civil society led interventions, and one corporate sector supported
intervention. In addition to these practice-based discourse, the paper also briefly presents
theoretical discourse of the concept of smart village in the extant academic literature.

3.1 Public Sector

EuropeanUnion (EU) is one of the few governing bodies that has taken up ‘smart village’
as a wide scale policy intervention. It defines smart villages as “communities in rural
areas that use innovative solutions to improve their resilience, building on local strengths
and opportunities” [37]. EU imagines ICTs to play an important but not a defining role
in creating innovative solutions. Similarly, it considers smart village as a non-radical
strategy that builds upon existing interventions, strategic governance mechanisms and a
flexible funding modality that welcomes private and public partnerships. Multiple smart
village projects are running in many EU member countries [1]. For instance, innovation
in service delivery through community centres and business hubs and mobile clinics,
social innovation for rural development through rural hackathon events, crowdsourcing,
and co-working space. Some smart village projects are also offering flexible workspace
for professionals to telework from villages and make use of local resources. In all this,
the overarching purpose is to reconfigure local resources and knowledge primarily with
social entrepreneurship and ICTs.

Similarly, International Telecommunication Union (ITU), a United Nations special-
ized agency for ICTs, and the government of Niger have piloted a multi-million dollars
smart village project in some villages in Niger with a long-term aim to expand the
project to cover all the villages of the country. The project draws upon Niger 2.0, a
national level policy to achieve sustainable development goals (SDGs) by exploiting the
opportunities of digital economy [38]. As such, digital technologies play a prominent
role in ITU and Niger’s definition of smart village. They define smart village as “a com-
munity in rural areas that leverages digital connectivity, solutions and resources for its
own development and transformation towards the SDGs” [2]. They claim smart village
to be a radical departure from previous top-down approaches, focusing on networked
and integrated governance, and multi-stakeholder alliances that work to achieve holistic
goals, while sharing and reusing resources. The project is also very explicit about ICT
driven sustainable development by adopting the nine guiding principles of digital devel-
opment [39]. These principles advocate user-centric, scalable, and sustainable design,
data privacy, local contextualization, data driven decision-making and open standards.

While EU’s smart village policy ranges across rural areas of Europe and covers
variety of projects in member countries, ITU and Niger’s smart village strategy is a
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developing country specific project that if successful will be spread across Africa and
Global South. They both differ in several other ways too. EU’s policy intervention is
incremental in the sense that it wants its already existing rural development policies to
work as building blocks for their smart village actions. In other words, smart village
projects do not begin from scratch and work at new set of problems, but they bring about
innovative “ways” and “means” to support ongoing processes of rural development
programs [40]. Thus, role of digital technologies is secondary, as in deriving from rural
development policies, and more broadly defined as “not a pre-condition to become
smart village” and “means to innovative solutions and not solutions” [37]. As such, EU’s
imagination of smart is closer to ‘smart as entrepreneurial’ iteration where technological
system’s interaction with social systems is reduced to a tool view [13], while the focus
is more on social interactions and processes to improve market and entrepreneurial
mechanisms for villages.

On the other hand, ITU and Niger’s version of smart village is radical in its ambition
and clear on the imperative role of ICTs in achieving sustainable development. As men-
tioned earlier, smart village is deemed as a complete restructuring of Niger’s governance
structure to bring a “whole-of-government-approach” that reforms the old governance
structure of fragmented policy interventions to move away from narrowly defined goals
that lead to duplication of programs and funding [2]. Unlike EU, smart village inter-
ventions don’t derive from existing policy governance structure, but these interventions
aim at reengineering a new “whole-of-government” policy structure with implications
to political will and leadership. Furthermore, if EU’s intervention can be argued to be
innovation-based, ITU and Niger’s intervention is more problem-based as it is driven
by the “ends” of achieving sustainable development goals [40]. ‘Smart as sustainable’
and ‘smart as inclusive’ agendas through combination of ICTs and structural change to
meet SDGs drive the vision of smart in ITU and Niger’s smart village.

3.2 Civil Society

Numerous smart village projects are spearheaded through civil society initiatives.Among
these, two initiativeswill be highlighted here. First is the SmartVillage Initiatives, funded
by CambridgeMalaysian Education andDevelopment Trust and TempletonWorld Char-
ity Foundation. Second is the Smart Village IEEE, funded by the Institute of Electrical
and Electronics Engineers (IEEE).

Both initiatives share similarities in their focus for improving access to off-grid, sus-
tainable energy services to rural communities of Global South and actualizing overall
developmental benefits from energy access. They claim sustainable energy access to
be a prerequisite to connectivity possibilities offered by ICTs. They also share notable
differences. Smart Village Initiatives has so far mainly occupied itself with developing
a smart village framework to understand needs and problems of communities through
interactions with multiple stakeholders in different developing regions in the form of
workshops and capacity building events [3]. The smart village framework advocates
certain policy recommendations for governments and donors to create supportive con-
ditions for sustainable technological solutions with access to finance, gender inclusion,
capacity building and integrated collaboration as main policy imperatives.
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Meanwhile, since 2010 Smart Village IEEE supports and collaborates with commu-
nity level entrepreneurs and activists. IEEE equips them with technologies to generate
sustainable energy, for instance solar panels, chargers, and batteries [41]. IEEE follows
an entrepreneurship model of sustainability whereby it looks at enhancing market mech-
anisms to create user demand for energy. For that it conducts activities and trainings for
local entrepreneurs so they can create innovative local services that make diverse use of
clean energy, thus increasing its demand and ensuring financial stability to maintain and
upgrade off-grid energy services [42].

The imagination of smart as sustainable, inclusive, and entrepreneurial is evident
in the two civil society-led smart village initiatives. Even though they don’t explicitly
discuss about digital technologies, they see technology through a holistic approach as
they are simply not looking at villages adopting sustainable energy services but how
communities take ownership of these energy services, how they activate their agency to
create new services from energy access and how their action benefits the community at
large.

3.3 Private Sector

It was highlighted earlier that private and corporate sector have had prominent stake in
promoting and defining the smart city agenda. But in the case of smart village, corporate
sector’s presence is still very negligible. Nokia, a multinational telecommunications
company, is one rare example. The company has embraced smart village, albeit in the
capacity of corporate social responsibility. Its smart village project in India, named
Smartpur, claims, “The Smartpur model has been theorized in a way that redefines the
existing ideas of smart villages, by not only deploying digital infrastructures but also
integrating the use of the infrastructure into their daily lives thereby promoting socio-
economic growth” [43]. The project is still in early phase and spans across seven Indian
states and ten districts.

The central idea of Smartpur is to build a village ecosystem connecting a hub village
to nodal villages [44]. A hub village is where primary services are provided by rural
entrepreneurs and nodal villages are where these services will be redistributed through
local rural entrepreneurs of these nodal villages. Smartpur’s entrepreneurship model is
like Smart Village IEEE’smodel with the underlying assumption that local entrepreneurs
will help create locally appropriate services and help sustain services, while donors will
facilitate conditions for entrepreneurial growth. As such, Smartpur too strongly links
entrepreneurship and sustainable development in its conception of ‘smart’. Nevertheless,
it should be pointed out, Smartpur’s position in broader Indian policy domains remains
unclear. Given its status as a corporate social responsibility initiative, it would be just
wishful thinking to expect Smartpur to engage in dialogues to reform or inform policy
actors.

3.4 Academia

Only limited academic deliberation about smart village has taken place so far. Excep-
tions include two edited volumes [45, 46] that have tried to discuss the area at length.
Within and outside these volumes, we find variety of academic lens exploring the smart
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village phenomenon. Some investigate the more computational side of smart technolo-
gies in rural contexts. Like studies on precision farming or smart farming with focus
on using IoT and Big Data to improve agricultural production and management [47].
Then there are scholars who argue to broaden the scope of smart technologies to non-
agricultural domains like healthcare, transportation, and waste management [48]. Mean-
while researchers from rural planning and development, and geography lead the aca-
demic discussion on smart village [4, 45] investigating its implications for sustainable
development. IS and ICT4D have much to offer in the theoretical and empirical devel-
opment of smart village but so far IS and ICT4D researchers have given little explicit
attention to the phenomenon. This is same for smart cities as well. In their survey of
smart cities research in the IS domain, Ismagilova et al. [17] note smart cities research is
still at a nascent stage in IS. For instance, they found 43 IS journals publishing articles
on smart cities but more than half of the journals had published not more than one article,
while the remaining had published not more than three articles (Table 2).

Table 2. Emerging discourses of ‘smart’ in smart village across multiple levels

Sector Example(s) Smart as Area of interest

Public European Union’s Smart
Village
ITU and Niger’s Smart
Village

‘entrepreneurial’
‘sustainable’ and
‘inclusive’

Rural entrepreneurship,
innovative services,
collaborative partnerships,
Digital development for
sustainable development,
integrated and networked
governance

Civil society IEEE Smart Village
Smart Village Initiative

‘entrepreneurial’,
‘sustainable’ and
‘inclusive’

Accessing sustainable and
affordable energy and
generating socio-economic
returns from energy access

Private Nokia’s Smartpur ‘entrepreneurial’ and
‘sustainable’

Rural entrepreneurship
based and digital
technology-based
innovation of rural services

Academia Visvizi et al. [46] and
Patnaik et al. [45]

‘technological’,
‘entrepreneurial’,
‘sustainable’ and
‘inclusive’

IoT based smart systems in
agriculture, rural
entrepreneurship, links
with sustainable rural
development

4 Implications and Future Research Directions

Visions of smart village across sectors share some commonalities, but also significant
differences. Sustainability and inclusiveness remain two intersecting agendas. Similarly,
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role of ICTs, in general, is to facilitate broader sustainable development of villages and
rural areas. But the link between ICTs, sustainable development, and villages remains
unclear and contested. Moreover, relevant differences exist between smart village ini-
tiatives in terms of the strategic role of ICTs. As mentioned earlier, most smart village
policies and projects view technologies as “tools” or “means to an end” while setting
greater interest on social processes like building entrepreneurial capacity. They nar-
row smart village projects as opportunities to digitalize processes and project activities
within existing governance structure. Therefore, de-centering digital technologies, in
other words nominalizing their role.

To understand why digital technologies are de-centered in rural development think-
ing,we need to take a turn towards rural development scholars’ viewof technology driven
development in general. Contemporary rural development thinking is highly critical of
the modernist model of rural development. In the modernist view, rural development
was equated to industrializing agriculture [49]. Farmers were expected to intensify their
agricultural production through highly specialized seeds, chemical fertilizers, and irri-
gation facilities. Technological determinism afflicted the planning strategies as hopes
for rural prosperity were hooked on genetically modified agricultural inputs and big
irrigation projects that didn’t pan out to bring expected economic benefits but worsened
the environmental impact of technology driven development projects [50].

The new rural development paradigm seeks to depart from the monopoly of agricul-
ture, individual entrepreneurial capacity, and economies of scale. The shift is towards
rural livelihood strategies that combine farm activities with non-farm activities, focus on
collective actions that emerge fromnetworking and partnership andwiden the economies
of scope [51]. In sum, the new rural development rectifies techno-determinism inherent
in the modernist view, but it does so through social determinism. Technology in rural
development gets refashioned into a monolithic, homogenous black box [52]. In other
words, technology is relegated as a backdrop inmuch of the rural development literature.

But when we reduce technologies to neutral artifacts or relegate them as nominal
entity of interest, we overlook the political nature of technologies [53], as in who designs
technologies and what values and purpose shape them. Also, considering technologies
as opportunities to automate, doesn’t fully explore the opportunities to redesign pro-
cesses and strategies [54]. It is thus important to understand the dynamic relationships
between technologies and multiple actors, and how they shape and not determine each
other. This socio-technical approach sits in the middle, neither techno-determinist nor
socio-determinist, and is suitable to explore the phenomenon of smart village, where the
meeting point is the notion of using ICTs for sustainable development of rural commu-
nities and villages. Future smart village research has opportunities to explore issues that
highlight how multiple stakeholders interact with ICT interventions and how do these
interactions enhance or can be enhanced to achieve sustainable rural development goals.

This is where the fields of information systems (IS) and particularly ICT4D has
relative potential to contribute to the theoretical development of the concept of ‘smart
village’ as a phenomenonmutually shaped by technological artifacts and social processes
and having developmental implications. We do not claim that an ICT4D approach is the
only and the right way to make theoretical contributions on smart village. We acknowl-
edge the prevalence of socio-determinist (studies that only theorize social processes and
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development implications of interventions) trends and techno-determinist (studies that
are only interested in theorizing the design and adoption of ICT artefacts) trends within
ICT4D research itself [10, 11]. However,we argue that an ICT4D framework offers smart
village researchers a socio-technical-developmental orientation and direction. Smart vil-
lage scholars can draw from a rich body ICT4D literature that is focused exists at the
intersection of rural development and ICTs. Secondly, the theoretical implications that
emerge from such smart village research can be fed back for further development and
refinement of the holistic ICT4D framework. Therefore, investigating the socio-technical
phenomenon of smart village not only uses an ICT4D framework but also contributes to
the theoretical development of an ICT4D approach that take account of all three elements
of ICTs, social processes, and developmental outcomes.

This article proposes three future research directions for ICT4D researchers and
smart village researchers to broaden scientific knowledge and practice of smart village.

4.1 Theorizing Smart Village as a Rural ICT4D Phenomenon

For long, ICT4D researchers have been interested in generating knowledge about
rural and community driven ICT interventions. Investigating smart village interventions
presents two opportunities for ICT4D researchers in this area. Firstly, relevant literature
on rural ICT4D interventions, for example research on telecentres and digital transfor-
mation of rural businesses, has significantly theorized lessons from past failures of rural
ICT4D projects. This knowledge can be used to critically appraise the promise and ‘new-
ness’ of existing smart village interventions and redress the past flaws in future smart
village interventions. Secondly, as smart village espouses values of inclusive and sus-
tainable development, ICT4D researchers can theoretically contribute new knowledge
about the interrelationship of ICTs and sustainable rural development.

As suggested earlier, ICT4D researchers need to bridge the divide between techno-
deterministic visions of ‘smart’ and the underlying social constructivism of many rural
and ICT4D empirical scholarship that fails to engage with the material agency of IT arti-
facts. Therefore, future theoretical contribution on smart village needs to better illustrate
how materiality of IT artifacts, goals and abilities of rural people and community, and
contextual conversion factors shape but do not determine future actions, practices, and
outcomes of sustainable development.

4.2 Conducting Interdisciplinary and Modest Scale Field-Based Studies

Kitchin [33] argues to move the academic debate around smart cities beyond analysis of
government and corporate documents, and to undertake fieldwork in cities and interview
stakeholders to reveal underlying power dynamics,multi-level effects, costs, and benefits
of initiatives. Similarly, he also urges more cross disciplinary collaborations between
social science researchers and technical researchers to produce critical scholarshipwithin
technology driven initiatives.

These points are relevant to research in smart village as well. It is time for knowledge
around smart village to come from empirical and field-based evidence and not from
anecdotal and synoptic evidence reported in grey literature published by governments,
donors, and NGOs. Likewise, many authors have been arguing on behalf of more modest
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and small size smart initiatives than large scale technological solutions [24]. Smart village
with its focus on specific rural and marginalized community has scope for researchers
to conduct such delimited and manageable empirical study that will also benefit from
rich local contextualization [4].

4.3 Adopting Action Research (AR) Methodology for Constructive Knowledge

Studies on rural ICT4D interventions, but ICT4D interventions in general, take an inter-
pretive stance to better understand and evaluate already established projects despite
several recent calls to diversify the discipline with more action and intervention driven
methods [11, 55]. Based on his survey of ICT4D researchers, Harris [56] claims that
though ICT4D researchers express their desire to communicate and share their research
with policymakers, practitioners, and the general public, very rarely ICT4D researchers
get involved in engaged scholarship for collaborative action planning and problem solv-
ing. This finding contradicts with the most commonly understood knowledge within
ICT4D that it is imperative to collaborate and partner with local stakeholders for the
success and sustainability of ICT4D interventions [57].

Therefore, adopting an action research (AR) approach in studying and developing
smart village, future studies should address the gap within ICT4D research on collabo-
rative partnerships between researchers and local practitioners to build ICT4D interven-
tions. For instance, within an AR framework researchers and practitioners can engage
in dialogic communication where researchers bring in their theoretical understanding
of smart village based on academic literature whereas local practitioners bring in their
understanding of local contexts, knowledge, and lived experiences to define problems
and design actions for change [58–60]. AR potentially enables researchers to generate
and make relevant the scientific knowledge about how to support local communities to
strategically leverage ICTs for sustainable development goals.

5 Conclusion

In this paper, we discussed how the framing of ‘smart’ in the smart cities literature has
evolved from a techno-deterministic view (smart as technological) to that of a holistic
view that takes into consideration the goals of social justice and sustainable development
of urban settings. As we turned to the discussion of smart village, we found out that the
emerging discourses tied the concept of ‘smart’ to sustainable and inclusive. However,
adopting an information systems perspective to assume smart village as an ICT4D phe-
nomenon, it was revealed smart village initiatives avoid techno-deterministic visions by
putting more emphasis on social processes. They nonetheless overlook the ways tech-
nological system interact with social system and how they are co-shaping each other.
Therefore, this paper urges future smart village researchers to take a holistic theoretical
lens to conceptualize smart village as a rural ICT4D phenomenon, while engaging in
more collaborative, field based empirical studies with local practitioners that are not only
limited to understanding the problems of smart village but are interested in generating
constructive and problem-solving actions.
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Abstract. Digital public goods (DPGs) for development is a relatively new dis-
course in the field of information technology for development (ICT4D). DPGs
are currently portrayed by international organisations and donors as key enablers
towards the accomplishment of the SustainableDevelopmentGoals (SDGs). How-
ever, there is a paucity of research that establishes the link between the DPGs and
the SDG and examines the contribution of DPGs to development. This paper
introduces the DPG discourse and relevant theoretical concepts. We then present
a case illustration of the UN-centred discourse on DPGs, showing a technology
orientation in the goals and mission statements. Drawing on research on DHIS2,
commonly used in the discourse as a prominent example of DPGs, we develop a
research agenda related to the methods, theory and philosophy we find appropriate
for advancing our understanding of DPGs, the link between DPGs and the SDGs
and for development in general.

Keywords: Digital public goods · Sustainable development goals · DPG ·
Research agenda

1 Introduction

The purpose of this paper is to contribute to a relatively new global discourse based on
digital public goods (DPGs) as central to ICT for socio-economic development.DPGs are
defined as digital technologies and content that “are freely and openly available, with
minimal restrictions on how they can be distributed, adapted, and reused” [1: p. 17].
Examples of DPGs can be found across multiple sectors in low and middle-income
countries (LMICs), including the electronicmedical record OpenMRS1 the foundational

1 https://openmrs.org/.
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identity system MOSIP2, and the health information system DHIS23. More examples
can be found at Digital Square4 and the Digital Public Goods Alliance5.

More specifically, this paper is motivated by the portrayal of DPGs by international
organisations and donors as key enablers towards accomplishing the Sustainable Devel-
opment Goals (SDG), both directly as contributors to solving concrete challenges, and
indirectly as serving as digital building blocks to foster further innovation6. It is well
recognized that the well-being of citizens relies on the provision of public goods by
national governments [2]. The extension of public goods to increase the provision of
DPGs secured by international cooperation is also posited by some as contributing to
the SDGs [3]. SDGs are a collection of 17 global goals designed to be a “blueprint
to achieve a better and more sustainable future for all”, which succeeded the Millen-
nium Development Goals. The SDGs were set in 2015 by the United Nations General
Assembly and intended to be achieved by the year 2030.

This focus onDPGs in relation to development has already influenced funding oppor-
tunities and endorsements via curated lists of DPG principles, and reference implemen-
tations that highlight selected DPGs made available for countries and agencies involved
in ICT4D (for example [4]). However, we posit that in this nascent stage there is limited
empirical data and theoretical knowledge to support the relationship between DPGs and
SDGs and how these technologies may facilitate or inhibit development outcomes [3,
5, 6]. There are many examples in the field of ICT4D of technological determinism as
a feature of failure such as in the case of the One Laptop per Child (see for example
[7]). Indeed, technology and society are intertwined [8], and it becomes paramount for
researchers to understand the social, political, institutional and cultural contexts, which
shape DPGs and their relations to development [9]. We are thus concerned here with
directing a critical focus on DPGs and related initiatives.

Concurrently, initial research on the new discourse of DPGs for development has
pointed out numerous challenges and tensions. For example, [3] emphasised the impact
of globalisation, which entails growing interconnectedness that increases the number of
critical challenges affecting mostly those living in the poorest nations. Indeed, the power
asymmetries between groups of people (e.g., gender, geography, resources distribution),
along with policy-practice gaps, namely, knowledge, governance, procurement, partici-
pation, capacity, and financial gaps - prevent the normative ideal of DPGs to be achieved.
Additionally, Nicholson et al. [10] pinpoint the scaling challenges of DPGs through a
case analysis identifying paradoxes of DPGs: using sophisticated tools for relatively
simple analysis; prioritising voices that tend to be unheard; and building software simul-
taneously relevant for global and local contexts. Those paradoxes reveal the competing
effects with the macro and micro and the impact of collective action and governance to
promote DPGs effectively. In the context of these debates, this paper aims to contribute
to advance our understanding of DPGs and the SDGs.We do so by developing a research
agenda and by focussing on the following research question:

2 https://www.mosip.io/.
3 http://dhis2.org.
4 https://digitalsquare.org/.
5 https://digitalpublicgoods.net/.
6 See https://digitalpublicgoods.net/.
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HowcanDPGs contribute to sustainable development andwhat are the underlying
challenges and opportunities to achieve the SDGs?

The authors of this paper are actively engaged in action research into DPGs in
relation to the Health Information Systems Programme (HISP) on the District Health
Information System (DHIS2) at the University of Oslo7. Our theoretical position is
broadly aligned with the social constructionist perspective and that implies viewing
human activity in organisations as being context-bound. Thus, there is an emphasis in
the work of our group on consideration of the local, emergent and contingent and on
understanding how attitudes are shaped by particular historical, political and/or cultural
circumstances [12]. Our theoretical position opposes the technological determinist view
andwe posit thatwe best understandDPGs as an ideal, a socio-technical accomplishment
that is ongoing rather than as embedded into a repository of static and transferrable
technological artefacts.

The paper is organised as follows: First, we review prior literature in public goods and
DPGs and outline some concepts related to technological determinism. There follows
a case illustration of an international organisation that is promoting DPGs - the Digital
Public Goods Alliance and our analysis of it. Finally, the paper develops a research
agenda to help establish the relationship between DPGs and SDGs.

2 Literature Review and Conceptual Framing

The following section outlines public goods,DPGs and the central tenets of technological
determinism.

2.1 Public Goods

The body of research on public goods is extensive, relating back to the ground-breaking
work of Samuelson [13] and more recently Nobel laureate Elinor Ostrom on the gover-
nance of commons and the fundamental principles of non-rivalry and non-exclusion [14,
15]. One individual’s consumption of public goods does not influence what is available
for others and exclusion from consumption is impossible or prohibitively expensive. A
well-cited example of a public good is a lighthouse, where one navigator’s use of the
light does not reduce availability to other navigators, nor can one effectively charge for
use, as exclusion is impossible.

While having individual and societal benefits, a challenge is how to produce adequate
levels of public goods in the absence of market mechanisms. In her research, Ostrom
showed that under certain conditions individuals can overcome the lack of a functioning
market or regulations, to obtain benefits in a sustainable way through collective action.
Achieving this on the large scale needed for global public goods, available and rele-
vant across groups of people, geographies, and generations [2], adds another level of
complexity in terms of design and governance.

Public Goods are goods that members of a group benefit from regardless of whether
they contribute towards creating and sustaining them. Public Goods, such as education

7 See for example [11] or http://dhis2.org.
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and healthcare, are acknowledged to promote social change through inclusion and a
shared sense of citizenship [16]. A challenge with these goods is that their provision may
be unreliable due to inadequate incentives to supply them, and the need for government
interventions or collective actions. Furthermore, theremay be variations due to the nature
of services provided which could be public, private or hybrid yielding complexity to the
conceptualization [3].

Prior research has demonstrated that public goods provision has a role in the pro-
gression towards the SDGs including overcoming poverty, improving health, education,
security and protecting the natural environment [17].

2.2 Digital Public Goods

DPGs, like other public goods, are goods that anyone can benefit from, regardless of
whether they contribute towards creating or sustaining them. They are in the form of
software, data sets, AI models, or content that are generally free and contribute to sus-
tainable national and international digital development. As such, the digital world today
offers a large number of public goods globally, thus becoming digital global public goods
(DGPGs). Despite the costless nature of accessing DPGs, they are only available to users
that have Internet access generating a digital divide between who have and who do not
have access to digital infrastructure.

Evidence suggests that digital technologies share characteristics with public goods,
however the “digital” has a particular dynamic different from that of the non-digital, for
example a lighthouse. Bonina et al. [18] define digital innovation platforms as facilitating
the production of content, products or services developed by one or more parties, and
serving as the foundation upon which other external actors can effectively build further
derivative and complementary innovations. Thus, by following this logic open digital
platforms (e.g., open-source software, open data and artificial intelligence models) are
considered DPGs by enabling non-rivalrous and non-excludable access. These traits,
however, are not the default and not necessarily permanent fixtures as with other types
of public goods but because of an ongoing design effort.

For some stakeholders, extending the concept of public good to DPGs is seen as fun-
damental to attaining the SDGs. For example, the 2021 Sustainable Development Goals
Report shows the potential of DPGs related to information access8. Another example
is in SDG3 (Good Health and Well-Being) where the lack of data is a key obstacle to
assessing the impact of Covid-19. DPGs are claimed to address this by promoting a
collaborative form of social value creation by distributing system development costs
and supporting agility and rapid propagation of innovations by being freely available for
all to modify, deploy, and promoting interoperability and other practices including open
data [19].

Thus, it is crucial for both the research and practice of ICT4D to understand the
nature of DGPs for development. Conceptually understanding the nature of DPGs will
potentially contribute to ICT4D discourses, particularly on how the potential of digital
technologies can be better materialized for development. There is an emerging, nascent
literature in this domain of DPG for development summarised in Table 1 above.

8 https://unstats.un.org/sdgs/report/2021/.
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Table 1. Summary of DPGs studies in the ICT4D literature

Authors Study method Main findings

Sahay, S
(2018) [3]

Case study in the public health
sector in India

A core policy issue is ensuring
collective action at the global
level to facilitate the production
of, and access to, goods, and
yield significant external
benefits, across multiple
nations. Two key
characteristics have been
identified to successful Global
Public Goods: (i) design based
on principles of platforms and,
(ii) a governance strategy that
enables platform principles in
design and practice. Also, there
are six policy-practice gaps that
have been identified to move
closer to the normative ideal of
a GPG, addressed with
context-specific strategies

Nicholson, B., Nielsen, P.,
Sæbø, J., and Sahay, S.
(2019) [34]

Case study of digital platform
installed in over 80 countries
globally, primarily used in the
health sector (DHIS2)

Four tensions have been
identified in global public
goods based on the case of
digital platforms for
innovation: (i) between serving
those that can pay for
functionality and those that
cannot, (ii) between DHIS2 as
a generic software and an
appliance, (iii) between
supporting the platform core
and supporting innovation in
the fringes; (iv) between global
and local accountability. The
theory of contradictions helps
illustrate some of the tensions,
confronting simplistic and
linear views that implementing
GPG health management
platforms will translate
unproblematically to efficiency
gains. Cultivating a GPG
mindset in the users as well as
platform owners is necessary
which may imply a cultural
change

(continued)
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Table 1. (continued)

Authors Study method Main findings

Sæbø, J. I., Nicholson, B.,
Nielsen, P., and Sahay, S.
(2021) [10]

Case study of digital platform
installed in over 80 countries
globally, primarily used in the
health sector (DHIS2)

The potential for translating
and contextualizing digital
platforms for the purpose of
socio-economic development
remains understudied. The
theory of paradoxes help to
capture the dynamics of the
Digital Global Public Goods
(DGPG) phenomenon as they
evolve over time and space to
understand their scaling
challenge in health. The study
identified 3 main paradoxes: (i)
using sophisticated tools for
relatively simple analysis; (ii)
prioritising voices that tend to
be unheard; and (iii) building
software simultaneously
relevant for global and local
contexts. Those paradoxes
reveal the competing effects
with the macro and micro and
the impact of collective action
and governance to promote
DGPGs effectively

2.3 Technological Determinism

The relationship between technology and society can be understood from a technological
determinism perspective where technological change determines social changes in an
establishedway [20–22]. Technological determinismhas been considered a controversial
theory [23] stating: “… the development of technology proceeds in an autonomous
manner, determined by an internal logic independent of social influence” [23: p. 15495].

Over the years, technological development and innovation have become an impor-
tant motor of social, economic or political change [24]. Conversely, evidence suggests
that technology is a major cause but not the sole determinant of social change [23].
Scholars rather argue that technological design is the outcome of negotiations between
several social groups and between the social and the technical, rather than the product
of an internal, technical logic [25]. Despite the criticism, Winner [26] emphasised the
relevance of technology’s social effect, arguing that determinism should not be rejected
as “technology does constrain human activities” [27: p. 77].

Technology determinism can take the form of “an idea, theory or a way of explaining
technology development in history or the present, but it can also take the form of actual
material structures that—implicitly or explicitly—permeate and influence society” [28].
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It is therefore a result of what is societally desirable and what is technically possible.
Thus, while DPGs can be an essential enabler for accomplishing the SDGs, we still
need to understand their properties, how they relate to other technologies and how they
influence and are influenced by the social setting in which they are implemented and
used.

3 Case Illustration: The Emerging UN-Centred Discourse on DPGs

We illustrate why a research agenda on DPGs for development is needed by looking at
recent developments led by various international collaborations and spearheaded by the
UnitedNations system.Belowwe track the emergence of a discourse among international
agencies that hold significant power of funding and legitimacy in the ICT4D field.

In 2014 the Digital Impact Alliance (DIAL) was formed, culminating more than a
decade of work by international development organisations on how to include digital
tools in their programming for improved outcomes. DIAL is a community of develop-
ment agencies, both from the UN system and philanthropist organisations such as the
Bill and Melinda Gates Foundation, country development agencies such as SIDA from
Sweden and USAID, and various NGOs and companies. A flagship project is the Prin-
ciples for Digital Development, widely endorsed globally. One of the tenets of these
principles is “invest in software as a public good”.

In 2018, the UN Secretary-General convened a high-level panel on digital coop-
eration, which released its report the year after. It noted that DGPs are important for
the innovation of inclusive digital products and services, but that there is no ‘go-to’
place for such DPGs. A clear recommendation was the establishment of “a broad, multi-
stakeholder alliance, involving theUN, [to] create a platform for sharingDGPs, engaging
talent and pooling data sets, in amanner that respects privacy, in areas related to attaining
the SDG” [29: p. 4]. Here DPGs were defined as digital technologies and content that are
“freely and openly available, with minimal restrictions on how they can be distributed,
adapted and reused” [29: p. 11]. As a strategic response to this call, the Digital Public
Goods Alliance (the Alliance) was formed.

The Alliance is a “multi-stakeholder initiative with a mission to accelerate the attain-
ment of the SDGs in LMIC by facilitating the discovery, development, use of, and invest-
ment in digital public goods” (https://digitalpublicgoods.net, accessed 16.01.2022). Its
board includes UNICEF and UNDP, the development agencies of Germany and Nor-
way, and the Government of Sierra Leone. The Alliance has taken the lead in the focus
on DPGs over the last few years, as it has developed a standard for DPGs, as well as
maintaining a registry of certified DPGs that meet this standard. While the definition of
DPGs according to the Alliance has naturally evolved since the early phases, the current
one states that they are “… open source software, open data, open AI models, open
standards and open content that adhere to privacy and other applicable laws and best
practises, do no harm, and help attain the Sustainable Development Goals” [30]. This
definition is broad in terms of what manifestation of the digital it includes, but introduces
an explicit link to the SDGs, as well as carrying other normative values. The registry
the Alliance maintains of DPGs is making it easier for interested parties to discover
them, the “to-go” place as the high-level panel on digital cooperation envisioned. For

https://digitalpublicgoods.net
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inclusion in this registry, there is a formal application process using the DPG standard,
which follows the definition mentioned above.

A few points are noteworthy here. The first is the requirement of documentation
of relevance to SDGs. Another is linked to licences, where the Alliance does accept
stricter licences when it comes to prohibiting commercial reuse while at the same time
encouraging licences allowing for commercial reuse. Lastly, a few well-intentioned
aspects are related to data privacy, security, adherence to applicable laws, and last but
not least that the projects “have taken steps to ensure the project anticipates, prevents,
and does no harm by design”9.

DIAL also maintains a list of relevant digital tools. This list explicitly links which
SDGs they address, but is not exclusively for DPGs. Some digital tools that are well
known in the ICT4D sphere appear in both lists. For instance, the health-related DHIS2
platform is listed in both, as a certified DPG and as relevant for SDG 3 (health and
well-being), 4 (quality education), and 17 (partnerships for the goals). Together these
lists potentially carry a lot of weight, on the one side linking digital technologies to
SDGs, and on the other side functioning as a gatekeeper for what the Alliance considers
as “good” technologies.

The DPG standard and curated list are two of the tools the Alliance applies to
reach their goals of improving the discoverability, uptake, and sustainability of DPGs in
LMICs. In addition, the Alliance takes a proactive role in advancing high impact DPGs
by providing funding resources to strengthen DPG ecosystems. A stated aim is to work
with governments in LMICS and regional hubs to change the power balance around
technology solutions and DPGs are seen as an unprecedented opportunity to achieve
this [30].

The Alliance, despite the first impression of being technology-focused, also calls
for local ownership and local capacity to fully leverage digital technologies’ innovative
potential. This point is echoed by the Lancet and Financial Times Commission on gov-
erning health futures 2030: Growing up in a digital world, which argues that DPGs, due
to their defining characteristics and associated values of sharing and openness, can play
a strong role in enabling domestic ownership and control of digital public infrastructure
cultivation [31].

Some challenges with DPGs are recognized by the Alliance. For instance, while
digital technologies hold the potential to support development, they may likewise exac-
erbate inequalities. Further, the Alliance emphasises that the success of DGPs is not
only related to its software features but also requires transformations of other systems,
structures and practises in the context in which it is implemented.

The rhetoric of DPGs is rapidly permeating other relevant agencies. Digital Square,
a ‘marketplace’ for health technology solutions, is funded by a similar set of investors;
UNICEF and WHO, national development agencies such as GIZ of Germany, USAID
and PEPFAR from USA, and the Swiss Agency for Development and Cooperation, as
well as other NGOs like Bill andMelindaGates Foundation and Rockefeller Foundation.
They earlier worked with so-called global goods, defined as “digital health tools that
are adaptable to different countries and contexts”10, but now increasingly link to and

9 https://digitalpublicgoods.net/standard/, accessed 14.01.2022.
10 https://digitalsquare.org/digital-health-global-goods, accessed 14.01.2022.
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refer to DPGs throughout their websites. Indeed, their current material seems confused,
caught in the middle of updating their global goods references to DPGs, signalling a
shift towards a public goods perspective.

The last organisation we briefly introduce here, though not the only one adopting a
DPGrhetoric, isCo-develop, springingout of a conveningby theRockefeller Foundation,
the Alliance, and the NorwegianMinistry of ForeignAffairs11. They aim to be a resource
mobilisation platform with a focus on Digital Public Infrastructure (DPI), which can be
supplied by either proprietary technology or DPGs. It is still in the establishment phase
and their material may not be representative of the final destination. While being more
agnostic as to what business model is behind the technology, a linear causality from
digital technologies to SDGs is implied through quotes on their banners and a 5-step
DPI development model.

4 Analysis

The rise of the discourse among the actors described above will inevitably have an
influence on the broad field of ICT4D. As funding, legitimacy, and attention are steered
towards DPGs, developers of technology, practitioners and implementers alike will be
likely to adapt. Many of the same organisations are behind several of the collaborations
mentioned above and thus it is not surprising that similar material and rhetoric appear
across the related websites. However, we also note that these organisations combined
make up a significant power constellation in the field of ICT4D and our short case
illustration brings attention to some of the potential pitfalls and current shortcomings of
this discourse. Three main points are particularly relevant:

First, DPGs are still poorly understood, as evidenced by the definitions used. Drift-
ing away from the more classical definitions of public goods and global public goods,
the SDGs are included, as are other normative values like “do no harm”. This is not
necessarily a bad thing as trading some definitional clarity for normative prescription
may be very much in the interest of the organisations mentioned. However, we note a
lack of clarity and in particular a lack of understanding of the digital aspects of DPGs.

Our contention is that exploring the potential of DPGs to support achieving the SDGs
is a worthy goal, however, the design and use of digital technologies are different from
other technologies (goods). The basis of DPGs are digital technologies [32] that are
reprogrammable and thus multi-purpose, and their architecture is flexible, modular and
layered. Digital technologies promote open innovation [33] based on assembling and re-
assembling digital components of various kinds over time, allowing for an agile, cyclic
and infinite process of design to meet diverging and emerging needs. While sharing
many traits with digital technologies, DPGs are also uniquely different, which warrants
studying them specifically and critically. For example, DPGs must be usable across mul-
tiple contexts and relevant both on a global scale (across different sites and generations)
and locally (flexible enough to fulfil local and idiosyncratic needs) to be inclusive [34].

A second point to induce from the case is a tendency towards technological deter-
minism and this takes several forms. The agenda of the DPG Alliance is based on DPGs

11 https://www.codevelop.fund/aboutfaq, accessed 14.01.2022.
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supporting the achievement of the SDGs. However, this relationship and themechanisms
to release the potential of DPGs for the SDGs remain unexplored. While certain ‘qual-
ities’ of different DPGs can be assessed before it is eventually approved and included
in the registry, the effect and value of a DPGs towards the achievement of SDGs can
only be realised when it is put into use and used over time. The DPGs will not be
implemented in a vacuum, but in a context where use is influenced by existing practises,
institutions, other technologies and politics. Whether the DPG will ‘do harm’ or not is
not an attribute of the technology alone, but a consequence of how it is implemented
and used and may change over time. While the Alliance promotes successful exam-
ples (for example DHIS2), there is limited theoretical knowledge about how to design,
scale, govern, and use DPGs in practice and how to reduce and not magnify inequali-
ties. Thus, the broad goal of “accessibility for all” to digital tools [30] risks a similar
outcome to previous initiatives that were criticised for technological determinism and
ultimately failed. The Alliance do acknowledge the need for capacity building, fostering
ecosystems of businesses and academia etc., for sustainability. Overall, the discourse is
unbalanced; focusing predominantly on the promises of technology while not engaging
with the socio-political aspects of making it work, of unintended consequences, and of
local appropriation.

Our third point concerns the link between DPGs and the SDGs that relates to the
consumption side of the goods, which tends to be implicit, as discussed above. The
link between the organisations engaging in the discourse and the production of the
technology is at the same time more explicit. Digital Square is set to be a marketplace
where technology developers, funders, and implementing agencies can find each other.
DPGs are by definition the result of market failures (as are any public goods), and
establishingmechanisms to supply themand scale themover time is crucial. The involved
organisations are well placed to be the future “international public sector” that provides
DPGs.

While DPGs may accelerate the move towards a more inclusive future for all, they
can also reinforce and magnify existing inequalities. The growing gender gap in Internet
use is one example in this respect (see for example UN 2020). These design and use traits
indicate howDPGs are unique and their design requires particular approaches, financing
mechanisms and governance structures. There is currently a paucity of knowledge about
how to scale, govern, and implement DGPGs successfully to reduce and not magnify
inequalities. Thus, the link between the DPGs and the accomplishment of the SDGs is
by large missing in this discourse.

5 Towards a Research Agenda for Digital Public Goods

In this section, we outline a research agenda on DPGs, we emphasise consideration of
the global, local, emergent and contingent related to DPGs and their link to the SDGs.
We posit and reaffirm our position that DPGs should be understood as an ideal, a socio-
technical accomplishment that is ongoing rather than as embedded into a repository
of static and portable technological artefact. We hope that this agenda can support the
ICT4D community in developing a stronger empirical basis onDPGs, a better conceptual
understanding of DPGs and a clearer link between DPGs and the SDGs.
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The substantial work on digital transformation in information systems research has
facilitated insight into the characteristics of the ‘digital’ dimension of a DPG men-
tioned above that extends the relatively static public goods examples of a lighthouse,
traffic lights, flood defences etc. Open digital platforms are considered DPGs because
they enable non-rivalrous and non-excludable access. At the same time, the flexibility
enabled by the digital characteristic means that a DPG status could be more fluctuating
and temporary compared with other categories of public goods (e.g. flood defences). To
illustrate, an example we encountered involved a software application previously dis-
tributed freely in line with DPG principles of non-rivalry, non-excludability. However,
a decision was made by the organisation management to monetise the application and
access to download it was changed in the space of just a few days via a paywall. Thus,
reaching the status of DPG is a result of design and a continuing accomplishment. DPGs
can be seen as a particular type of digital technology, and with particular traits and chal-
lenges, for example, the supply-side challenges related to funding and sustaining them.
This has not been addressed in the digital transformation literature and remains a gap in
our knowledge.

In the following sections, we develop key themes that form a proposed research
agenda onDPGs. For each theme,we propose a central research question.We are actively
engaged in action research into DPGs in relation to the Health Information Systems
Programme (HISP) on the District Health Information System (DHIS2) at the University
of Oslo. DHIS2 is commonly used as an archetypical example of DPGs, and we will
thus draw on our insights to support the research agenda.

5.1 Global Versus Local Relevance

In a previous publication in the IFIP 9.4 W.G. proceedings [34] we used a paradoxes
lens to explore tensions of DPGs. A key facet of this analysis related to DHIS2 was
that the ‘global’ i.e. a generic public good fulfilling the greatest number of possible
implementations over time is in tension with the ‘local’ i.e. fulfilling the current needs of
localministries of health at the ‘fringes’, without overwhelming amounts of functionality
that is not required and at the same time enabling innovation from the same ‘fringes’.
We argued that instead of focusing on DPGs, the focus should be on Digital Global
Public Goods (DGPG) relevant locally and on a global scale. The power of international
organisations and donors in shaping the core application was revealed as a major force
in defining the roadmap and functionality of the DHIS2 implementations. A knowledge
gap remains in the role and realisation of subsidiarity (making decisions on the lowest
possible level, see e.g. [2]) in DGPGs when by definition applying capitalist free market
mechanisms on the supply side is not the solution. Potentially, much can be learned
from the extensive previous work on public goods that has discussed collective action
when managing natural resources. How this translates to digital technologies and how
to conceptualise and practically realise the relevance of the DPGs locally and globally
remains unknown.

RQ: How to develop and sustain the relevance of DPGs related to subsidiarity
and collective action, and their relationship?
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5.2 Local Capacities and Capacity Building

DPGs have much in commonwith digital technologies in general when it comes to reach
and scale and the marginal cost of reproduction. Digital technologies are different from
physical as well as other informational goods in that they are malleable and flexible and
may come as half-finished products requiring substantial efforts and thus capacity to
set parameters, customise and integrate with other components to make them relevant
locally. This is also not a one-time effort but requires continuous updates to accom-
modate new versions and new functionality as well as maintaining the integration with
other systems. It is crucial to understand what capacities in terms of human expertise
are needed to implement, scale and maintain DPGs locally over time. This capacity will
also depend on the particular DPGs and the local design infrastructure they offer includ-
ing boundary resources. The capacity requirements for physical infrastructure such as
hosting, networks and end-user equipment is another element.

RQ: What are the needs for capacity to support DPGs locally and how to build
and retain them in LMIC settings?

5.3 The Economy of DPGs

Public goods are a result of market failures, i.e. market mechanisms will not support
their production. DPGs are also a result of market failures but by design. DGPGs such as
DHIS2 are funded by donors including aid agencies, global development funds, NGOs
and philanthropists. A question is whether this is an efficient and sustainable model over
time. For example, there is a risk that donors may change their priorities and end their
funding. This eventuality could lead to the demise of the DPG, or change its public good
status by introducing a fee-based business model. Other relevant aspects of the economy
of DPGs relate to scaling, the cost of free-riders and the value of generativity when the
DPG is triggering local innovations (such as locally developed apps distributed on an
app store) that are brought back into the DPG and shared among all its users. There is
thus a two-way relationship between the DPGs and sustainable development. On the one
hand, DGPs can contribute to the SDGs by, for example, enabling government agencies
to serve their citizens better in terms of improved health and education services. On the
other hand, sustainable development involves expanding, preserving, and maintaining
digital public goods.

RQ: What is the particular economy of DPGs and how to achieve sustainable
donor-based funding arrangements?

5.4 DPGs and Scaling

In a recent article [10], we analysed the challenges of scaling DPGs using the case
of DHIS2. A conclusion of the paper was that public sector DPG implementations in
LMICs require alternative conceptualizations to that of commercial digital platforms
in the global North. This is because of differences in incentives, institutional context
and resource constraints [35, 36]. Gaps remain in our knowledge of scaling and DPGs,
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the ecosystem supporting DPGs across various settings is highly complex and hetero-
geneous. Building on the insights of Jacobides et al. [37] from the commercial domain
would enable in-depth analysis of the symbiosis and challenges presented by the various
supporting actors and networks in a DGPG.

RQ. How may DGPGs effectively scale?

5.5 Understanding and Responding to Digital Global Public ‘BADs’

The costs or ‘public bads’ associated with DPGs are largely neglected by the organisa-
tions descried in the case illustration. We posit that interventions intended to generate
DPGs can, and often do, generate ‘bads’ that are also non-excludable and non-rivalrous
and therefore can adversely impact a significant number of people. These ‘bads’ are evi-
dent in Zuboff’s [38] criticisms of the major digital platforms relating to surveillance,
privacy, and security andMasiero’s [39] exclusion of vulnerable groups inAadhaar, inter-
net crime, fraud,web viruses, denial of service attacks, hate speech etc. The authors’ prior
analysis of DHIS2 also identified a ‘bad’ conceptualised as “Global vs. Local Account-
ability” [34]. A recurrent theme in country implementations of DHIS2 is to collect data
on various user groups, such as key populations and certain diseases (for example sex
workers and HIV), or for any social program use which in some jurisdictions is illegal to
collect. There have been instances where data is collected on religion and caste, and such
data has the potential to be misused in the wrong hands. One starting point may be to
link DGP ‘bads’ to governance procedures from the commercial platform literature (see
e.g. [40]) but as previously stated, this must take into account the developing country
resource-constrained contexts.

RQ: How can public bads be identified, conceptualised and controlled in a DPG?

While our theoretical knowledge about DPGs is scant, the catalogue of DPGs clas-
sified by the Alliance are already playing an important role in public health in LMICs,
including DHIS2, OpenMRS, MOSIP and DIVOC. Countries have already begun to
implement these DGPGs, but scaling them up nationally and globally still hinges on
unexplored territories of standardisation, interoperability frameworks, sharing models,
infrastructure for adaptation, capacity building and international digital cooperation.

There is a substantial body of already existing knowledge related to the design and
use of DHIS2 concerning non-rivalrous processes of sharing, information exchange,
global collaboration and interaction and spillover effects between organisations, coun-
tries and continents. However, this knowledge and related implications for policy and
practice primarily relates to DHIS2, health information systems in LMICs and is dis-
seminated primarily within the global health domain. At the same time, there is limited
empirical research on other DPGs. Thus, to build a stronger theoretical foundation for
understanding DPGs, we also call for empirical research on a range of DPGs beyond the
public health domain in LMICs, both on how DPGs are funded and developed and how
they are implemented and used and their link with the SDGs.

A central element of the DPG discourse is openness represented by open-source
software, open data, open standards etc. The existing literature on open development in
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ICT4D research addresses the potential and the challenges of openness related to socio-
economic development (see for example [41]). A central theme in the open development
literature is the actual value of openness for development and critical discussions of the
real positive and negative impact of open technologies. The research agenda we suggest
in this paper relates to openness, but each theme also goes beyond and argues that it
is not enough for DPGs to be open to make an impact. We thus question the merits of
openness and identify five core areas where more research is needed to understand DPGs
as a particular type of digital technology and with certain traits of openness. Our hope is
that the research agenda presented here with themes and related research questions can
inspire and act as a platform for further research to advance our understanding of DPGs.
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Abstract. Affordance perspectives have gained traction among information sys-
tems (IS) scholars and have seen recent adoption in ICT4D research. Although
scholars recognize the need to differentiate between mere technology use and
higher-level organizational and societal IT affordances, no clear terminology for
the representation of affordance granularity exists. This paper introduces “mid-
level IT affordances”, which, we argue, emerge from technology use and serve
as prerequisites for the actualization of higher-level affordances. To illustrate, we
draw on a case study of education management information systems in The Gam-
bia. International development agendas encourage public sector actors to produce
increasingly granular data. Yet, the capacity to utilize the data is not strength-
ened correspondingly. This introduces a disconnect between policy and practice,
whereby investments in technology use affordances fail to translate into IT affor-
dances for monitoring progress towards complex policy goals. A mid-level IT
affordance perspective allows for the identification and potential mitigation of
such gaps.

Keywords: Mid-level IT affordances · Education management · SDGs

1 Introduction

A theoretical challenge identified by information systems (IS) scholars pertains to the
level of granularity of affordances. DeSanctis and Poole [1] introduce the term “repeat-
ing decomposition problem”, pointing at the fact that “there are features within features
(e.g., options within software options) and contingencies within contingencies (e.g.,
tasks within tasks)” and raise the question, “how far must the analysis go to bring con-
sistent, meaningful results?” (p. 124). To date, there is no clear consensus on how best to
conceptualize the aggregation of affordances from “simple” (e.g., tagging [2]; inputting
data [3]; searching [4]) to more complex composite affordances at the organizational and
societal level (e.g., clinical decision-making [3]; developing concepts [4]; organizational
memory affordance [5]; Enhancing Knowledgeability and Autonomy [6]). Accounting
for the intricate relationship between technology use and its implications for social
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development is at the heart of the ICT4D research agenda. Further development of an
affordance perspective is promising in this regard.

Technology is not a panacea for development [7, p. 12]. Yet, the development land-
scape is fraught with ICT interventions to improve the lives of the world’s poor (e.g.,
[8]). Faik et al. [6] point out that there is limited attention to “how [societal conse-
quences] emerge from the development, deployment, or use of IT” (p. 1361). To this
end, the authors attempt to develop an analysis that ties IT use affordances directly to
societal changes. Inspired by this recentwork,we argue that the recognition of “mid-level
IT affordances” allows us to trace and account for the action possibilities that emerge
from basic technology use (lower-level affordances). In turn, we argue, “mid-level IT
affordances” are constitutive of higher-level affordances that are associated with social
development, such as improved health and wellbeing of populations or equitable access
to quality education.

This study reports from the Gambian education sector, where the Ministry of Basic
and Secondary Education (MoBSE) has engaged in an “Education Management Infor-
mation Systems shift”, a stepwise digitization initiative, that entails the transition from
reliance on surveys and aggregate statistics to individual learner records. Until recently,
the EMIS was an aggregated and paper-based data system, managed at the national
level and characterized by fragmented data [9, p. 129]. The existing information system
could not explain why learning outcomes in the country remained low while the propor-
tion of qualified teachers increased. More recently, it could not respond to information
needs regarding the effect of school closures during the Covid-19 pandemic, nor guide
interventions to alleviate the situation for out of school learners.

MoBSE, like many other ministries of education, were unable to produce data to
monitor progress towards some of the key Sustainable Development Goals (SDGs),
which aim to “ensure inclusive and equitable quality education and promote lifelong
learning opportunities for all” [10]. This includes ensuring “equal access to all levels of
education and vocational training for the vulnerable, including persons with disabilities,
indigenous peoples and children in vulnerable situations”. Consequently, “data needs to
be disaggregated by gender, location, wealth quintile and other factors” [11, p. 9]. This
necessitates processing of individual learner data. MoBSE experienced a policy-practice
gap, whereby national and international policies called for increasingly granular data,
while the education system’s capacity to record, interpret and utilize the data for local
action remained scarce.

This paper draws on and extends an affordance perspective [12], to explore the action
possibilities the “EMIS Shift” affords education management in The Gambia. Our main
contribution is the introduction of “mid-level IT affordances” to IT affordance research.
An affordance perspective allows us to study action possibilities associated with IT
adoption, implementation and use at an organizational “mid-level” (e.g., [13–17]). In
ICT4D research, affordance perspectives are hitherto underutilized, although there are
recent promising examples (e.g., [18–20]). A widely adopted definition of affordances
in IS research, is that an affordances is “the potential for behaviors associated with
achieving an immediate concrete outcome and arising from the relation between an
artifact and a goal-oriented actor or actors” [16, p. 69, 17, p. 823].
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In this paper, we map the interdependence between “simple”, or lower-level, tech-
nology feature use affordances (e.g., inputting data) to mid-level affordances (i.e., orga-
nizational IT capabilities) such as decentralizing data access. Finally, we relate these
mid-level affordances to higher-level affordances, which afford the education sector in
The Gambia the ability to monitor progress towards the SDGs and national policy goals
(i.e., societal changes [6]). The structure of the paper is as follows. In the next section, we
provide an overview of relevant IT affordance literature. Next, we present our method. In
Sect. 4 we present our empirical case and discuss the case findings before we in Sect. 5
consider how the Gambian EMIS case underscores the importance of understanding the
composite, interdependent, and delicate nature of IT affordance realization in public
sector organizations in the Global South.

2 IT Affordances at Different Levels of Granularity

Gibson [21, 22] first introduced the concept of affordances to the field of evolutionary
psychology while arguing that animals do not perceive the objects’ physical properties,
but rather what objects can provide: “The affordances of the environment are what it
offers the animal, what it provides or furnishes, either for good or ill” [22, p. 127].
A shelter affords sheltering to animals, and a knife affords cutting to people. Since
different actors have different capabilities, affordances are not the same for all actors.
For instance, stairs afford climbing to most people, but not to infants or people with
certain disabilities. While affordances can be easy to perceive and actualize for “simple”
objects (e.g., a knife), the application of AT to the IS field has proven difficult. In an
organizational context, a complex information system affords a plethora of different
action possibilities to an array of different actors.

Markus and Silver [23] warn that repeating decomposition of IT feature usage might
pose analytical challenges and suggest to “hypothesize that the system as a whole, rather
than one or more component parts, provides an affordance” (p. 628). Nonetheless, a
complex information system in an organization setting affords a number of desirable
action possibilities that somehow needs to be perceived and realized by organizational
actors. Gutek et al. [24] notes that most computer systems are really “sets of loosely
bundled capabilities and can be implemented in many different ways” (p. 234, as cited in
DeSanctis & Poole [1, p. 126]). Leidner et al. [14] urge researchers to look beyond mere
technology use, while Volkoff and Strong [25] highlight that researchers should study
affordances at an appropriate level of granularity. To date, there is no clear guidance
on how to identify and label such different granularity levels of IT affordances. This
is needed, we hold, to study the relationship between changing IT use affordances and
societal development and to generate a coherent body of knowledge.

2.1 Towards an Ensemble View of IT Affordances

The decomposability of affordances has given rise to several theoretical constructs in
IS research. Strong et al. [16] illustrate affordances’ interdependency through the affor-
dance dependency diagram. Similarly, Burton-Jones and Volkoff’s [3] affordance net-
work explains how affordances are interrelated. Both these concepts allude to how the
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actualization of an affordance can lead to the emergence of another affordance. Thapa
and Sein [19] extend this line of reasoning and introduce the trajectory of affordances,
that is, the trajectory along which affordances travel, “specifying the process and condi-
tions through which affordances are perceived leading to actualisation of affordances”
(p. 811). They also argue that affordances form ensembles. Interestingly, these notions
all resemble ideas introduced by Gaver [26] more than two decades earlier: “Complex
actions can be understood in terms of groups of affordances that are sequential in time
[emphasis added] or nested in space [emphasis added]” (p. 79).

As an illustration of sequential affordances, Gaver [26] explains how a door handle
affords turning after the grasping affordance (i.e., grasping the door handle) has been
actualized. He distinguishes sequential affordance (in time) from nested affordances (in
space), as he explains how thedoor opening affordance consists of the affordancespulling
the door handle and pulling the door. Drawing on Gaver, Bernardi [27] refers to nested
affordances as composite affordances and provides an example of how the building
a support network affordance is a composite of the self-presentation and narration
affordances. We have visualized Gaver’s ideas in Fig. 1, and in Fig. 2 we have replaced
Gaver’s affordances with generic terms. This simple framework served as a starting point
for our study of affordances in the Gambian EMIS Shift implementation.

Fig. 1. Conceptual framework derived from Gaver [26], using Gaver’s affordances

Fig. 2. Conceptual framework derived from Gaver [26], using generic terms

2.2 Gaps

Although IS scholars have shown that there is interdependency between affordances and
that the IT affordances of most interest reside on a higher level of abstraction, there
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is a gap in the literature on how to identify and characterize these affordances. Extant
literature mentions lower and higher level (e.g., [3]), first- and second-order [14], and
individual- and organizational-level [16] affordances. In this paper we introduce “mid-
level IT affordances” to signify affordances that emerge as a consequence of technology
use and are constitutive to the higher-level affordances.

In the following methods section, we describe the case context, and in the subse-
quent section we argue how IS scholars may investigate affordance interdependencies,
by recognizing their composite and sequential nature, across three different levels of
granularity (low, mid, and high).

3 Method

3.1 Case Background

This study reports from an ongoing research endeavor in The Gambia, coordinated by
the Health Information Systems Programme (HISP) center at the University of Oslo.
The Gambia, like many other ministries of health in low- and middle-income countries,
has been using the open-source District Health Information Software 2 (DHIS21) as a
nation-wide health management information system (HMIS) since 2010 [28] and is now
expanding the usage of DHIS2 into the educational domain, implementing it as their
national education management information system (EMIS). To meet the demand of
individual data reporting, put forth by the SDG4 and national goals of improved learning
outcomes across social stratifications, the need for an information system which could
disaggregate data to individual level was identified. The positive experience from the
health domain and the establishment of relevant in-country technical capacity resulted in
the selection of DHIS2 as a backbone for the nationwide EMIS implementation. Despite
its historical association with the public health sector, DHIS2 offers a set of generic data
models and customizable modules that are deliberately domain agnostic. The on-going
appropriation of DHIS2 to the education sector is driven by countries that already have
developed a strong national capacity to utilize DHIS2 for health and wish to capitalize
on this also in education.

As part of the digitalization initiative MoBSE has implemented DHIS2 as the back-
bone of its national EMIS. DHIS2 is a modular and complex digital platform system,
consisting of a software core onto which new contents, applications or services can be
developed. The development and implementation of such compliments are facilitated
by DHIS2’s software development kits, design systems, documentation and open appli-
cation programming interfaces (APIs). To utilize the flexibility of DHIS2, MoBSE in
The Gambia needs to obtain local capacity to configure and customize existing DHIS2
modules and develop and maintain complimentary applications when necessary.

3.2 Data Collection and Analysis

Through field trips, interviews, and recurrent biweekly online meetings with represen-
tatives from MoBSE, the authors have continuously engaged with the Gambian imple-
mentation of DHIS2-EMIS over a period of 16 months. We reviewed relevant official

1 https://dhis2.org/.

https://dhis2.org/
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Table 1. Data sources

Data source Type
Education Sector Strategic Plan 2016-2030 [9] Official Gambian government publication
The shift from aggregate to individual-level data system in the case 
of The Gambia EMIS (Internal project document)

PhD Proposal to the University of Oslo by a 
MoBSE employee

Meeting the global learning crisis with data: a research agenda on 
digital platforms for education management [29]

Research opinion article (manuscript in 
preparation)

Information system centralization and decentralization: The 
introduction of digital learner records in The Gambia [30] 

Conference article (manuscript in preparation)

17 Bi-weekly EMIS status and update meeting
Participants:

● The EMIS project manager (HISP center)
● 3 scientific staff (HISP center, including second author)
● 1 PhD Research fellow (first author)
● Representatives from national EMIS implementations

o The Gambia (2)
o Uganda (4)
o Mozambique (1)
o Sri Lanka (1)
o Togo (2)

Recurrent meeting with local stakeholders for 
EMIS implementations in The Gambia, Uganda, 
Mozambique, Sri Lanka, and Togo

20 Bi-weekly EMIS project coordination meeting
Participants:

● The EMIS project management team
o The EMIS project manager
o 1 Professor
o 1 Associate professor (second author)
o 1 Senior engineer

● 1 PhD Research fellow (first author)

Recurrent meeting for HISP’s EMIS project 
management team at the HISP center (UiO)

18 Bi-weekly research meeting.
Participants:

● 3 scientific employees at the HISP center
o 1 Professor
o 2 Associate professors (including second author)

● 3 PhD research fellows
o 1 MoBSE employee currently doing a PhD at 

UiO studying the Gambian EMIS shift towards 
individual data collection and reporting.

o 1 HISP Uganda employee involved in the 
expansion of DHIS2 from the health sector to the 
education sector. Doing a PhD studying 
disaggregation of decision-making in the 
Ugandan education sector.

o 1 PhD research fellow at the HISP center, 
studying the implementation of DHIS2-EMIS in 
The Gambia and Uganda (first author).

Recurrent meeting among PhD research fellows 
studying EMIS implementations in The Gambia 
and Uganda

6 interviews of employees at different levels of the educational 
system in The Gambia. The average interview duration was 
approximately 30 minutes.

Semi-structured interviews. Snowballing used to
identify interviewees.

documents to further contextualize the case study. Table 1 gives an overview of the data
sources. We identified a set of affordances related to the ongoing DHIS2-EMIS imple-
mentation and organized these into themes,with the help of the conceptual frameworkwe
derived from Gaver’s [26] work (Fig. 2). This allowed us to engage with the clustered
and sequential nature of the identified affordances and explore the interdependencies
between lower- and higher-level affordances. Our analyses revealed the need for a ter-
minology that can describe affordances that are neither basic lower-level affordances
nor very abstract higher-level affordances. Hence, we introduce the notion of “mid-level
affordances” to bridge this gap.



Investigating Mid-level IT Affordances as Drivers 477

4 Case Description

4.1 Configuring DHIS2 for Education Management

DHIS2 is an open-source management information software platform, used by 73 min-
istries of health [31] and six ministries of education [32]. DHIS2 development is coordi-
nated by theHISP center at theUniversity ofOslo.HISP is a research and implementation
network, with 15 recognized HISP groups around the world and numerous other contrib-
utors. Recently, DHIS2 has been adopted in several new domains, such as agriculture,
road safety, logistics management, and education management [33]. For more than a
decade, The Gambia has been using DHIS2 as an HMIS. The Ministry of Basic and
Secondary Education (MoBSE) have since 2019 adopted DHIS2 as a backbone for its
EMIS. DHIS2 can be used for both individual records keeping and aggregate data col-
lection and analysis. MoBSE wishes to leverage DHIS2 to meet EMIS requirements
put forth by the SDG4 and national goals of improved learning outcomes across social
stratifications.

DHIS2 is a rather complex piece of software, with a platform architecture. This
grants local design flexibility, for those who have the necessary capacity to configure
DHIS2’s “bundled applications” or develop platform extensions themselves. A freshly
installed instance of DHIS2 requires configuration in terms of setting up organizational
hierarchies and creating data elements and indicators which data collectors will report
against and analystswillmonitor. By taking advantage ofDHIS2’s software development
kits, APIs, design tools and documentation it is possible to create software extensions
or applications that can be loosely integrated with the platform core. These apps can
also be uploaded to the DHIS2 App Hub, which makes them available for other user
organizations to download and install on their DHIS2 instances.

Since DHIS2 is open source, the entire source code can be modified by anyone with
the right skill sets. However, as the DHIS2 core is maintained and governed by HISP
at the University of Oslo (HISP UiO), actors with core software requirements engage
with the HISP UiO development team to have their requirements recognized in the
DHIS2 roadmap. Through two decades of north-south-south university collaborations,
a large network of experts has emerged to cater for public sector DHIS2 implementation
needs. Implementations are often organized as participatory co-creation projects involv-
ing HISP UiO, a local regional or national HISP group and a ministerial department as
partners. In addition to knowledge sharing through projects, there are formalized train-
ing structures referred to as DHIS2 Academies as well as a vibrant online community
of practice, where local problem owners can find advice and support from experienced
members of the community.

4.2 Gambian DHIS2-EMIS Configurations

Data Visibility at All Levels. DHIS2 affords education sector administrators the pos-
sibility of creating custom analytics dashboards and analysis tools using for example
pivot tables, graphs, or maps. Nine members of the MoBSE national level team received
training from HISP West and Central Africa (HISP WCA) on how to configure relevant
thematic dashboards and analysis tools. The national team can now design their own
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thematic dashboards and share these with users at sub-levels. Ideally, given sufficient
organizational capacity, each organizational level could be trained to develop custom
dashboards for the level below themselves in the hierarchy. Hence, the national level
would make dashboards for the regions and the regional offices would make dashboards
for schools in their regions. Furthermore, each level can make their own dashboards or
adjust the dashboards received from a higher level to account for local priorities and cir-
cumstances. Given sufficient training in software configuration and data analysis, each
school can visualize its own data and inspect relevant indicators for their own planning
and management (e.g., teacher and student attendance, dropout, and completion rates
by relevant group disaggregations, etc.). Similarly, cluster monitors – school inspectors
responsible for following up a cluster of schools within a region – have access to a dif-
ferent dashboard and analysis setup and can inspect school performance and reporting
rates. At national level, MoBSE has access to all data in the system and has yet another
dashboard and data visualization setup to be able to monitor broad trends and evaluate
national education sector programs. Figure 3 provides an example of a DHIS2-EMIS
dashboard.

Fig. 3. DHIS2-EMIS dashboard showing daily attendance trend in lower basic education (LBE)
units in The Gambia. Demo data may not correlate with actual figures.

Data Disaggregation. MoBSE in TheGambia decided to redesign its EMIS,whichwas
essentially based on Microsoft Excel, Access databases and paper-based data collection
tools, in order to cater for the novel socio-economic disaggregation requirements of
education data. Internally, this process has been called the “EMIS shift”, as it entails
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a shift from handling purely aggregated data (statistics) to also maintaining individual
learner records.

MoBSE perceived the possibility of using DHIS2’s Tracker module - a generic mod-
ule for capturing data over time about any type of tracked entity - to capture and store
educational data on individuals. The Tracker module is used in public health implemen-
tations of DHIS2 to store medical information on patients from their recurring visits to
a clinic or to record data about trajectories of blood samples or health commodities. The
module supports storing (constant) information about the tracked entity as well as data
that varies over time. Thus, MoBSE decided to use the Tracker module to collect and
store socio-economic data, attendance history, and continuous assessment data about
learners.

Exploiting the design flexibility of DHIS2, MoBSE, in collaboration with HISP
WCA, configured individual learner modules to be able to follow-up individual stu-
dents. The modules were designed through participatory methods where HISP WCA
first engaged in capacity building workshops in order to inform MoBSE about the
different design possibilities. In the configured modules, MoBSE captures the learn-
ers’ socio-economic data, attendance history, continuous assessment, and disciplinary
record. During 2020,MoBSE implemented individual learner admission and registration
by employing a combination of DHIS2, mobile data traffic, and Chromebooks in 200
schools. The technical resources from the initial phase were further leveraged to collect
and register students throughout public schools in the entire country. Beyond individual
record keeping, the individual data can be anonymized and aggregated to provide useful
information for secondary administrative use.

Digitized School Report Card. The Gambian school report card (SRC) is a school-
level information product intended to promote community participation and increase
accountability and transparency. The tool highlights priority areas for the coming year
and informs the preparation of school improvement plans. In 2008, the first version of
the SRC was created. Although there have been challenges using the SRC, it has been
widely recognized and embedded in the country’s EMIS practice. A limitation of the
initial version was that sub-national levels could not access the data directly and had to
wait for distributed printouts from the central level. This hindered broad engagement
from regional officers, head teachers, parents, and community representatives in a timely
manner. Furthermore, despite the focus on simplicity and visual guidance in designing
the SRC, evaluations revealed challenges associated with interpretation of results.

By taking advantage of DHIS2’s API, MoBSE, in collaboration with HISP WCA,
and three informatics master students from UiO, developed a new web-application of
the SRC – a DHIS2 addon – which could be integrated into the Gambian DHIS2-EMIS
instance. Consequently, SRC data access can be granted to DHIS2-EMIS users and has
allowed for decentralized access and improved availability and use. To support local use
of the SRC, the web-application features a printer friendly version that can be printed at
schools or nearby printing facilities. Figure 4 shows the remodeledSRC inDHIS2-EMIS.
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5 Discussion

5.1 Granularity Levels

Fig. 4. The digitized school report card in the
Gambian DHIS2-EMIS instance

Volkoff and Strong [25, p. 241]
argue the importance of select-
ing “an appropriate level(s) of
granularity for the affordances”.
They point out that Strong et al.’s
[16] widely accepted definition
of IT affordances does not say
anything about which granular-
ity level is appropriate. Affor-
dances can be decomposed to
lower-level affordances and aggre-
gated to higher-level affordances.
To examine how DHIS2-EMIS
affords informed decision-making
that puts the Gambian education
system on track to improve learn-
ing outcomes and social inclusion,
it follows that the most relevant
granularity level is at the level of
the organization.

A problemwith studying affor-
dances at the organizational level
(mid- or higher-level affordance),
however, is the difficulty of distin-
guishing the affordance itself from
its outcome,when the affordance is
actualized.Volkoff and Strong give
an example of visibility,which sev-
eral researchers have identified as
an affordance (e.g., [34–37]). Visibility, in itself, is not an affordance but “a state, and
masks the associated actions – and even the actor” [25, p. 242]. In the following we
address this concern and argue that an organizational affordance, or action possibility,
emerges from the actualization of an array of lower-level affordances. This view is consis-
tent with IS researchers’ prior arguments regarding the decomposability of affordances
(e.g., [23, 25]).

5.2 DHIS2-EMIS Affordances

The DHIS2 platform, implemented in The Gambia as an EMIS backbone, affords action
possibilities to education sector stakeholders. The most “hands-on” affordances, such
as configuring the readily installed instance, developing and integrating an addon appli-
cation, or rewriting the source code are readily perceived. However, in the following
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subsections we argue that, at a higher level of granularity, decentralizing data access,
educational decision-making, and ensuring equal access to quality education are three
affordances that emerge in the relation between DHIS2 and goal-oriented education sec-
tor stakeholders in TheGambia. The following subsections relate to the case descriptions
in Subsect. 4.2.

Educational Decision-Making. Extant IS literature points out how affordances are
interdependent and that the actualization of one affordance can cause other affordances
to emerge (e.g., [3, 16, 19]). Data-driven decision-making depends on the actualiza-
tion of lower- and mid-level affordances. DHIS2 affords the possibility of configuring
dashboards and analysis tools. A user can thus have a personalized dashboard layout
presenting the data, indicators, and analysis of most interest and relevance. The con-
figured dashboards and analysis tools afford the user the possibility of visualizing and
inspecting educational data from the user’s own level and related sublevels. The user
can – usually in collaboration with others – take informed decisions regarding a school, a
school cluster, a region, or the entire country. Figure 5 illustrates how the actualization of
the lower-level affordance configuring dashboards and analysis tools leads to the emer-
gence of the subsequent mid-level affordance visualizing and inspecting education data
and the higher-level, more abstract, affordance informed decision-making. The arrows
in the figure indicate causal-temporal dependencies. For instance, it is a prerequisite for
the informed decision-making affordance that the two preceding affordances have been
actualized.

Fig. 5. Decision-making affordances

Decomposing Goals. Use of the DHIS2 Tracker module affords the possibility of
recording data on individuals. When the EMIS contains individual data, teachers are
afforded the possibility of intervening in individual learner trajectories. By following up
the learners individually they enhance the possibility of ensuring equal access to quality
education. Figure 6 illustrates how the actualization of the lower-level recording data
on individuals affordance enables the mid-level affordance intervening in individual
trajectories and the higher-level affordance ensuring equal access to quality education.

The ensuring equal access to quality education affordance can also be considered
an ensemble affordance, as it both is dependent on and consists of the two preceding
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Fig. 6. Data disaggregation affordances

affordances of recording data on individuals and intervening in individual trajectories
(Fig. 7). The affordance ensuring equal access to quality education cannot be actualized
unless the two preceding affordances recording data on individuals and intervening in
individual trajectories have been actualized. At the same time, ensuring equal access to
quality education consists of the composite of the preceding affordances, as illustrated
in Fig. 7.

Fig. 7. Higher-level disaggregation affordance

Decentralizing Data Access – a Goal or an Affordance? Thapa and Sein [19]
explain how multiple affordances can form an ensemble of affordances which together
can be actualized in order to reach the ultimate goal. However, as pointed out by Volkoff
and Strong [25], it can be difficult to distinguish an abstract affordance from the desired
outcome (i.e., the goal). But does the goal necessarily have to be different from the affor-
dance?Consider the digitizedGambian SRC. Figure 8 illustrates how the actualization of
the developing addon affordance is a prerequisite for the integrating addon affordance.
And once integrated, trained users can start accessing the data provided through the
SRC app. There are of course other affordances at play, such as quality data collecting
and timely data inputting, which are also necessary for the accessing data affordance to
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emerge. The underlying affordances that constitute a higher-level affordance may need
to be identified and examined whenever there is a breakdown or failure to realize the
higher-level IT affordance. This is for example the case when stakeholders at the school
level provide feedback that the available data is erroneous or misrepresents local reality.
In this case, it is necessary to consider the collecting data affordance.

Fig. 8. SRC lower-level affordances

The three singular affordances illustrated in Fig. 8 form the composite affordance
of decentralizing data access (Fig. 9). Just as Shaw and Bransford’s [38, p. 42] exam-
ple of the eating affordance being an ensemble of the biting, chewing and swallowing
affordances, the decentralizing data access affordance is composed from the devel-
oping addon, integrating addon and accessing data affordances. While the singular
affordances are lower-level technology use-affordances, the ensemble affordance is a
mid-level affordance, which requires action from several actors to be actualized.

Through actualizing the three lower-level affordances, the decentralizing data access
affordance is also actualized, and the “immediate concrete outcome” [16, p. 69] is decen-
tralized data access, allowing local stakeholders to access data previously unavailable
to them. In this case, the goal and outcome are somewhat indistinguishable from the
affordance itself.

Extending the Conceptual Framework. In the framework derived from Gaver’s [26]
affordances, as illustrated in Fig. 2, sub-affordance n_1 and sub-affordance n_2 are
actualized simultaneously (e.g., in Gaver’s example, the human pulls the door while
pulling the door handle). However, this is not necessarily the case. The findings in the
preceding subsections show that a composite affordance can also consist of sequential
sub-affordances, as indicated by Shaw and Bransford’s eating affordance [38, p. 42].
For instance, the ensuring equal access to quality education affordance is a composite
of the sequential affordances recording on individuals and intervening in individual
trajectories (see Fig. 7). Thus, we have extended the conceptual framework we derived
from Gaver’s affordances to include sequential affordances in a composite affordance.
In Fig. 10 the affordance m consists of three other affordances, one of which is also a
composite affordance (n).
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Fig. 9. SRC higher-level ensemble affordance

Fig. 10. Our extended conceptual framework

5.3 Choosing the Appropriate Level of Granularity

As seen from the Gambian examples, the design and use flexibility of the DHIS2 plat-
form, matched with local capacity strengthening in both software configuration and
data analysis, opens an array of action possibilities. However, it is not the direct tech-
nology use, exemplified by the lower-level affordances in this paper (e.g., develop-
ing and integrating addons, accessing data, recording data on individuals), that are the
key affordances to understand. These lower-level affordances resemble the technology
functionalities themselves and might appear indistinguishable from the functionalities.
However, just as a knife affords humans the very basic cutting affordance [22, pp. 133,
137], developing addon, integrating addon, and accessing data should also be considered
affordances. What we should be concerned with, is what use of technology in context
affords, that is, what mid- and higher-level affordances emerge from the actualization
of lower-level affordances to address real world problems. The mid- and higher-level
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affordances identified in our case are decentralizing data access, intervening in individ-
ual trajectories, ensuring equal access to quality education, visualizing and inspecting
education data, and informed decision-making.

5.4 Defining Granularity Levels

While technology certainly offers an opportunity for development, it is not a panacea
for development [7, p. 12]. Our intention is not to say that technology drives develop-
ment outcomes at a societal level, such as equitable access to education. Rather, our
analysis highlights how mid- and higher-level affordances are composed from lower-
level affordances. Hence, an understanding of affordances as action possibilities that
are interdependent both temporally (sequence of affordances) and spatially (composite
affordances) [3, 16, 19, 26] is necessary to understand when, in what way and for whom
higher-level affordances become actualized, or not. Scholars studying IT affordances
tend to distinguish between lower-level affordances (typically basic technology use)
and abstract higher-level affordances emerging from lower-level affordances. However,
in many cases, such as in the cases presented here, it is more revealing to identify and
study the actualization of mid-level affordances.

5.5 Mid-level Affordances

Mid-level affordances are affordances on a granularity level between lower-level tech-
nology use affordances and abstract higher-level affordances. Similar to higher-level
affordances, mid-level affordances do not denote direct technology use. However, we
argue that they aremore directly related to organizations’ technology use than the abstract

Fig. 11. Lower-, mid-, and higher-level DHIS2-EMIS affordances
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higher-level affordances. Mid-level affordances emerge directly as a result of actualiza-
tion of lower-level affordances in organizational contexts. Figure 11 illustrates how the
affordances identified through the Gambian DHIS2-EMIS case study relate to the three
granularity levels we have outlined. Mid-level IT affordances can be thought of as the
perceived and realized action possibilities of what is often associated with organizational
“IT capabilities” (e.g., [39, 40]) and in many studies are left as a black box.

6 Conclusion

EMIS stakeholders strive to identify and scale (desirable) action possibilities that may be
actualized to produce value in local context. The actualization of the action possibilities
in any local setting relies on a conducive interplay between technology, the capability
of the enacting actor, and goal-oriented action. Both the affordance and the actor can be
composites, in the sense that an affordance can emerge from an ensemble of lower-level
affordances (e.g., the affordances developing addon, integrating addon, and accessing
data constitute the decentralizing data access affordance), while enacting actors can be
an individual, a group of individuals, an organization or a social movement with a shared
aspiration. For practitioners, this means that higher-level shared goals (outcomes), such
as the SDG4, needs to be aligned with contextual conditions as well as affordances that
can be actualized in those contexts. When desirable affordances are not actualized, we
can start to unpack the ensemble affordance to identify constitutive affordances that need
to be actualized.

We believe a composite affordance perspective, which recognizes temporal and spa-
tial interdependencies of IT affordances, is useful in bridging what we perceive to be a
growing policy-practice divide in the education sector in low-income countries. Inter-
national agendas, such as the SDGs put pressure on public sector services to produce
an increasing amount of granular data, while the underlying structures that should pro-
duce and act on the data are not strengthened proportionately. Often, top-down and
technology deterministic policy goals tend to inform too much emphasis on the lower-
level affordances of technology use, such as enabling data collection and international
reporting. These lower-level affordances are then expected to enable strides towards the
actualization of lofty higher-level IT affordances such as ensuring equitable education,
which in turn lie the foundation for societal development. However, this introduces the
risk of underestimating the complexity and interdependency of mid-level organizational
IT affordances. These affordances, often black-boxed in literature as organizational IT
capabilities, are realized from a combination of lower-level affordances and are prerequi-
site to the actualization of higher-level affordances.Mid-level IT affordances, such as the
ones identified in our case study, must be actualized across heterogenous socio-technical
and political context to produce significant strides towards development outcomes at a
societal level.
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Abstract. Extant literature on information and communication technology for
development (ICT4D) has increased the understanding of specific aspects of dig-
ital inclusion and development. However, theoretical questions regarding local
social issues discussed by locally based researchers remain underrepresented in
the ICT4D realm. Through a narrative review of the digital inclusion studies in
IS literature and applying as the theoretical lenses the capability approach, net-
work society and critical consciousness, this study proposes a Digital Inclusion
for Emancipation (DI4E) conceptual model. This model recognizes the digital
inclusion dimensions, as well as the underlying assumptions and limitations in
the context of low- and middle-income countries (LMICs). Grounded on a criti-
cal interpretive approach, the main objective of the study is to shed light on the
different aspects and viewpoints of digital inclusion from a local perspective to
unveil potential challenges and opportunities to promote emancipation for the
most marginalized groups.
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1 Introduction

In a hyperconnected society, how to study a truly emancipatory digital inclusion? The
Covid-19 pandemic unveiled wicked inequalities in global digital access, with nearly
half of the world population – 3,6 billion people – outside the connected world [1] which
reveals major challenges associated with the digital society. While digital technologies
provided some relief during days of social isolation during the pandemic, enabling
the working and studying from home [2] they also carried challenges of cyber threats,
misinformation and human rights violations [3]. Indeed, the Covid-19 pandemic “hit
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hardest those countries which were lagging behind in digital development and, by 2020,
had not managed to build a reliable digital infrastructure, provide digital public services
(including healthcare and education), build people’s digital skills, or introduce digital
technologies in the economy” [1] (p. 3).

The World Bank [1] describes the digital divide as the disparity between those who
have access and skills to use the Internet and those who do not. These skills are important
in engaging with complex social problems, in particular for marginalized communities
[4–8]. Miscione et al. [9] (p. 281) writes that “over the last 20 years, practitioners
and academics alike are becoming increasingly interested in the area of information
technology and development”. Consequently, theorizing ICT4D has gained increasing
attention of researchers [10] and significant advancements are seen in this arena [7, 11].
Aiming at contributing to theoretical advancement, this paper focuses on the issue of
digital inclusion, pursuing implications for research and practice [12].

That way, the specific research question addressed is: how to build a conceptualiza-
tion of digital inclusion that emphasizes the emancipation of the marginalized groups
in LMIC settings? We approache this question primarily through an analysis of existing
theoretical frameworks from ICT4D research and build upon that through the incorpo-
ration of perspectives of emancipation and critical studies within local contexts. Next,
we intend to apply this framework to digital inclusion projects in Brazil.

The rest of the study is organized in the following manner. After this introduction,
Sect. 2 presents the research method, followed by a review of the scientific literature that
has emerged from digital inclusion in the Information Systems field. Section 4 proposes
a conceptual framework based on the review and interpretation of the selected theoretical
lenses. Finally, in the Sect. 5, concluding remarks and future research avenues are set
forth.

2 Research Method

This research is based on qualitative methodology [13], being designed as a structured
narrative literature review [14] and grounded in a critical interpretive approach [15–17].
The critical interpretivemethod of research in IS is “aimed at producing an understanding
of the context of the information system, and the processwhereby the information system
influences and is influenced by the context” [15]. Thus, the study is aimed at advancing
the theoretical foundations of ICT4D research on the understanding of digital inclusion,
drawing upon a dialectical engagement with key assumptions and beliefs related to this
concept discussed in the literature [13]. Hence, review, interpretation and synthesis of
a broad range of digital inclusion research is herein developed from three theoretical
lenses, namely: the capability approach [18], the network society [19], and the critical
consciousness [20], which provides the basis for an expanded framework. The three
theoretical lenses emerged from the hermeneutic circle analysis to interpret and map the
literature based on the main concept and discourses presented in this study.

The methodological approach involved a survey in relevant scientific libraries and
databases (e.g., AIS library, Web of Science) and discussion with experienced research
colleagues. As a result, the study comprises a dataset of 30 articles that were analyzed
from three dimensions: level of analysis [19, 21, 22], critical approach [23, 24], and
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focus on marginalized groups [25, 26]. This analysis helped identify five key dimen-
sions: type of digital technology, level of analysis (individual and collective), capabilities
(well-being and agency freedom), use of ICTs (practical or strategic), and components
of emancipation, as presented later. The five key dimensions emerged from the perusal
of principles to conduct critical interpretive studies, namely: social and historical con-
textualization, critical interaction between the researchers and the subject, abstraction
and generalization, and dialogical reasoning [15].

3 Digital Inclusion in Information Systems Research

Historically, Information Systems (IS) research has focused on issues associated with
the development and diffusion of systems [27]. However, studies have identified that
changes in the human condition and societal disparities together with the evolution of
ICT usage have provided intended and unintended consequences, affecting mainly the
marginalized groups [28]. Such analysis has highlighted debates around the so-called
digital divide phenomena and the impacts of ICTs in LMICs (Low- and Middle-Income
Countries) towards a better world “where people from less advantaged backgrounds can
be enabled to enhance their capabilities and increase their participation in matters which
affect their lives” [7] (p. 37).

The phenomenon of digital divide is not just related to the unavailability of ICT but
also to “the social, political, institutional and cultural contexts which shape people’s
lack of access to ICTs, or their inability to use them effectively” [28] (p. 1). This finding
shows the need to go beyond simplistic discourses of aligning technological diffusion
with economic development and recognizing the differing roles that ICT can play in
society [25], with contradictory implications on social exclusion [27].

Beyond issues of access to digital tools, digital inclusion encompasses people’s abil-
ity to access andmake use of those technologies to add value to their relevant social prac-
tices [29]. Furthermore, Warschauer [29] asserts that “those who are already marginal-
ized will have fewer opportunities to access and use computers and the Internet” (p. 7).
Given the entanglement of technology and society, it becomes important for research
to focus on understanding how marginalized groups use ICT not just “to overcome a
digital divide but rather to further a process of social inclusion” [28].

Indeed, questions of digital divide are always shaped in local contexts [5, 30], which
“feature a wide range of theoretical and methodological perspectives when studying
ICTs in LMICs” [31] (p. 2). This understanding is built around the study of processes of
participation [32, 33] and how local processes shape development [34]. This was illus-
trated by Hayes and Westrup [35] in their analysis of M-PESA, now widely recognized
as an innovative mobile banking application from Kenya. In the same vein, Avgerou
et al. [36] present lessons from electronic voting in Brazil, and Walsham and Sahay [37]
investigate the implementation of geographical information systems in India. Addition-
ally, various other studies, for example, have helped highlighting a research agenda to
promote sustainability, inclusion and growth [6, 28, 29, 38–41] to name just a few.

In such a context, one summarized the analysis of ICT4D literature identifying three
important frameworks around digital inclusion: (i) Zheng and Walsham’s [25] social
exclusion as capability deprivation; (ii) Joia’s [42] dynamic digital inclusion model;
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(iii) Madon et al.’s [28] digital inclusion and the dynamics of institutional stability
and change. Zheng and Walsham [25] (p. 223) drew on the capability approach as a
“theoretical lens to help conceptualise the complexity andmultiplicity of social exclusion
in e-society”. They assert that inequalities encompass material inequalities but also
broader issues such as lack of opportunities, freedoms and choices. Joia’s [42] digital
inclusion model also built upon the logic of capability approach (CA) offering a basic
structure for researchers to define the grid of actors that can influence the process of
social inclusion through ICT. Finally, Madon et al. [28] analyze four key processes of
Institutional Theory, considered relevant to digital inclusion projects: getting symbolic
acceptance by the community; stimulating valuable social activity in relevant social
groups; generating linkage to viable revenue streams; and enrolling government support.

While these frameworks have contributed to analyze key factors shaping an inclusive
digital economy and society, we believe they can be strengthened in three directions:
i) building a more critical perspective to understand local social issues and foster pro-
cesses of freedom and empowerment, ii) understanding emancipation from the citizen’s
standpoint; and iii) focusing on the most vulnerable population historically left behind
by digital transformation (UN, 2021).

In trying to build those extensions, we draw upon three theoretical perspectives: i)
Sen’s capability approach [18]; Castells network society [19]; and iii) Freire’s critical
consciousness [20]. Key concepts from these theories are put together to develop an
integrated frameworkwhich is discussed below.Thatway,webring a postcolonial critical
approach to extend the current knowledge in the ICT4D field.

4 An Extended Theoretical Framework for Studying Digital
Inclusion

Theorizing digital inclusion for development encompasses the understanding of political
dimensions, cultural aspects and normative worldviews [44], situated within local social
contexts. Current research in ICT4D suggests an inadequate “engagement in a plural
dialogue between different systems of knowledge and between different epistemologies,
without pre-established hierarchies” [44] (p. 184). These epistemologies underline the
importance of individuals as part of a collective, the logic of shared interests (common
well-being), the relevance of diversity and intercultural understanding from a critical
lens [44].

The current study intends to advance the knowledge on ICT4D literature shedding
light on the importance of citizens’ perspective, the critical consciousness and the focus
on themarginalized groups to foster digital inclusion and, by consequence, emancipation.
As such, we concentrate on the role of humans, informational capabilities and power
relations to promote technological projects for inclusion.

4.1 Capability Approach: The Human Development Perspective

According toSen [18], development is a process of expansionof real freedoms that people
appreciate, associatedwith freedomof choice in personal, social, political, and economic
extent. The Capability Approach (CA) is, thus, defined as “a process of expanding the
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real freedoms of individuals” [18] (p. 3) to “lead the lives they have reason to value”
[18] (p. 293). This theoretical view has been recognized and applied among scholars in
diverse research fields, encouraging debates on inequality, digital inclusion, capital and
savings, and non-market institutions [7].

In fact, the framework proposed by Sen on development improve the aspects of inter-
action and articulation among social actors towards a more cooperative action logic,
underlining the importance of building social networks [45]. In this regard, existing
conceptualizations of digital inclusion in IS field applied Sen’s framework [4, 24, 25,
32, 42], considering the social context, relations and interactions among actors sharing
resources and obligations built on trust. Despite the relevance, some critics have been
raised: lack of methodological clarity on how to apply the main concepts; too individ-
ualistic approach; absence of attention to power relations; overreliance on the ability
of human beings to make reasoned choices; and lack of attention on how to overcome
adaptive preferences and their constraining effects on the individual’s development [24,
32, 46–49].

Notwithstanding, Sen’s approach provides a non-utilitarian perspective to investigate
development concerns bringing forth important analytical and philosophical foundations
to be explored [18]. Besides, Sen focuses on the deprivation of capabilities such as access
to healthcare and education [18]. Such a viewpoint is scrutinized by the present study,
which intends to investigate the contribution that technologies may have to increase
freedoms and opportunities of individuals in societies. Thus, we intend to understand
individual critical agency while addressing collective mobilization that will be explored
from theNetwork Society lens [19] presented below. Table 1 summarize the key concepts
drawn upon for building the expanded framework presented later.

Table 1. Capability approach key concepts to understand digital inclusion

Concepts Components Description

Commodities Digital technology The type of technology used and its main
characteristics at the local level

Capabilities Well-being freedom Assess what capabilities are provided from a
well-being perspective (e.g., health, internet access,
education)

Capabilities Agency freedom Assess what capabilities are provided from an agency
freedom perspective (e.g., social and political
participation, religious freedom)

4.2 Network Society: Globalization, and Social Development Perspective

Throughout history, technology has been deeply implicated in the development process
[50]. From industrialization and colonization tomodernization andneoliberal paradigms,
technology has played different roles in fostering development and economic growth
[51]. The spread of Internet services in the 1990s provoked a transition from technology
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as a tool to a more holistic force to promote economic, social and cultural development
[52]. According to Castells [19], the ongoing transformation of ICT in the digital age
extends the reach to all domains of social life in a network that is simultaneously local and
global.As such, power relations have become increasingly shapedbydigital technologies
and networks that are also influenced by a historical process of domination and counter-
domination which frames the social interactions within the networking logic.

The power is thereby located in the networks and if one is not present/represented
(s)he might be excluded and systematically marginalized. To contrast with such a view-
point, Castells presents the counter-power movement consisting of the social actor’s
capacity to challenge and eventually change the power relations institutionalized in soci-
ety (e.g., Black Lives Matter). Therefore, the network logic both connects and discon-
nects. It exacerbates the unintended effects of the new information-technology paradigm
putting a lens on the double sword aspect of ICT [53, 54].

Despite the relevance of Castells’ work to digital inclusion studies, some criticism
has been raised [55]. The author’s view of the power and identity of social movements
have been already explored by other scholars [53] and networks are treated on a high
level of abstraction. However, this approach is unique as it takes a historical and local
perspective. Castells unveils the way formal network structures float to the surface and
how such structures turn into vital causal powers [51]. Indeed, the network society is
interconnected, which raises some important concerns about surveillance, regulation and
free speech to namea few.Table 2presents themain concepts of power and counter-power
at both individual and collective levels derived from the abovementioned theoretical lens.

Table 2. Network society key concepts to understand digital inclusion

Concepts Components Description

Agents Individual Identify what agent has/doesn’t have access to capabilities at an
individual level (e.g., users, students)

Agents Collective Identify what group of agents have/ don’t have access to capabilities
at a collective level (e.g., local community, school, hospital)

In order to take a step further and advance the critical understanding of the dynamics
of power, politics and inequalities that impact human development in poor countries [49,
56], we present below the literature on critical consciousness [20].

4.3 Emancipatory Pedagogy: Postcolonial Critical Consciousness Perspective

Emancipation is a central concept in critical theories yet underresearched by IS schol-
ars [23]. It is a complex and multidimensional concept, including the freedoms to act,
express, belong and think [23]. Critical theory asserts that dominant narratives confer
“structural disadvantage as justified, normal and immutable, and that, as a result, peo-
ple who are persistently subject to dominant narratives often internalize those values
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uncritically as if they represented their reasoned interests” [49] (p. 4). Such an argu-
ment complements both the CA and the network society as it yields guidance on how to
overcome adaptive preferences and power relations [49].

Paulo Freire’s theory of emancipatory pedagogy [20] introduces a critical perspective
[23, 56] to understand how oppressed groups can achieve emancipation by promoting
awareness of their reality and taking ownership of their struggle [57]. Critical conscious-
ness provides the ability to read the world critically and agency makes possible to act for
changing the world [20]. Freire articulates an epistemology to empower marginalized
people to read critically about their world in a method called ‘conscientization’. This
approach allows members to critically investigate their own conditions, moving from
passive objects to active and critical agents of their self-development [58]. Thus, ques-
tions such as why does this inequality exist? or who benefits from it? “challenge agents
to reflect on the root causes of the disadvantage that they experience” [49] (p. 5). In IS,
some studies have drawn upon Freire’s tenets, such as Poveda and Roberts [49], who
analyzed critical agency and development in Zambia and Brazil and Tygel and Kirsh
[33], who investigated critical data literacy inspired by Freire’s method.

Some critics highlight the absence of androcentric bias and gender inequalities in
Freire’s work [58], as well as an inadequate consideration of the dark side of empower-
ment and emancipation. First, if the implementation of emancipation requires political
power and resources that the oppressed do not possess, can they achieve their eman-
cipation on their own? Secondly, how does digital inclusion and emancipation at the
individual level affect collective outcomes? Freire [20] suggests that when education
is not liberating, the dream of the oppressed is to become the oppressor. The proposed
framework examines the role of digital technologies to foster inclusion taking the Freire’s
key concepts presented in Table 3.

Table 3. Critical consciousness key concepts to understand digital inclusion

Concepts Components Description

Pedagogical approach Practical Identify if technology is being
reproduced by those in power,
choosing to use ICTs in ways that
benefit the individual in a
practical way

Pedagogical approach Strategic Identify if the use of technology
reveals critical thinking abilities,
which recognize the root causes of
their problems, using ICT in more
strategic ways

Emancipation Freedom to act, express, belong,
and think

Assess agents’ freedom to act
(e.g., surveillance, control, trust),
freedom to express (e.g.,
voice-giving), freedom to belong
(e.g., inclusion) and freedom to
think (e.g., manipulation, bias)
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4.4 The Proposed Theoretical Framework

Against this backdrop and based on the review and interpretation of the selected theoreti-
cal lenses, this paper proposed a framework to understand more deeply the phenomenon
of digital inclusion. Through this framework, the study intends to deepen the extant
conceptualizations of digital inclusion, as summarized in the Fig. 1 below.

The conceptual model is proposed by articulating five main dimensions: type of dig-
ital technology, level of analysis (individual and collective), capabilities (well-being and
agency freedom), use of ICT (practical or strategic), and components of emancipation.

The component ‘digital technology’ addresses the use and the main characteristics
of digital technologies applied at the local level. The ‘agents’ are those with or without
access to capabilities at both the individual level (e.g., students, patients, consumers, etc.)
and collective level (e.g., local community, hospital, school, etc.). The ‘capability’ is the
ability to achieve your purpose and it has twomain perspectives: the well-being freedom
and the agency freedom. The agency freedom is the freedom to set and pursue your goals
and interests (e.g., social participation, religious freedom), and the well-being freedom
is one of the goals you wish to pursue as an individual (e.g., internet access, healthcare
access) – “what real opportunities you have regarding the life you may lead” [18]. The
‘use of ICT’, in contrast, set forth a critical lens to identify if the digital technology is
reproduced by those in power to benefit the individual (practical approach) or if the use
of technology reveals critical thinking abilities, which recognize the root causes of their
problems, using digital technologies in more strategic ways (a strategic approach).

Finally, the multidimensional framework presents the components of emancipation
derived from the literature which encompasses the freedom to act, express, belong, and
think. Around the system, we identify the context and its historical, cultural, social, and
political dimensions. According to Avgerou [5] it is important to consider the social
embeddedness perspective of ICT innovation to contribute toward improving living
conditions through locally situated action.

The DI4E model is an integrated approach to studying digital inclusion for emanci-
pation. The framework has been developed to advance the understanding of the dynamics
of digital inclusion and untangle the paradox of inequalities from a critical consciousness
perspective. Thereby, we intend to ascertain if:

(i) technology reinforces domination or promotes transformation mediated by eman-
cipation for the most marginalized groups;

(ii) inclusion at the individual level affects collective outcomes;

The framework illuminates the debate on digital inclusion by proposing a new app-
roach that combines different yet complementary strands of literature. Building on Sen’s
capability approach [18], Castells’ network society [19] and Freire’s critical conscious-
ness [20], we seek to understand the boundaries between participation, collaboration and
negotiation among different agencies and communities of practices to promote digital
inclusion in ICT4D projects. Thereby, the model intends to advance the extant knowl-
edge addressing a critical viewpointwhile focusing on themostmarginalized groups. The
combination of the three theoretical lenses allowed the unique perusal of the dynamics
of digital inclusion combining an interdisciplinary perspective with a critical reflection.



498 A. P. dos Santos Tavares et al.

Fig. 1. The framework of Digital Inclusion for Emancipation (DI4E)

It intends to investigate (i) the contribution that technologies may have to increase the
freedoms and opportunities of individuals in societies [18], (ii) combined with the anal-
ysis of power and counter-power at both individual and collective levels [19], aligned
with (iii) the context of dynamics of power, politics, and inequalities that impact human
development in poor countries [20, 66].

Furthermore, ICT4D research addresses crucial issues intricately tied up to practice,
which supports the challenges for IS research in building a social agenda such as poverty
alleviation and climate change [26]. In such a context, the ubiquity of digital technologies
intertwined in human life raised important concerns about the unintended effects of
ICT initiatives in LMICs (Low- and Middle-Income Countries). As suggested by some
scholars [21, 26, 59], little is known about the dark side of digital technologies, so that
a framework for digital inclusion for emancipation (DI4E) can be definitely proposed.
In fact, the unintended effects of digital inclusion initiatives driven by economic and
commercial interests have been little addressed by academia so far [54], which sheds
light on the importance of addressing these gaps.

5 The Way Forward: A Research Agenda

The present study intends to explore the interplay between digital inclusion, emanci-
pation and development providing evidence from the academic literature on how to
strengthen human social capacity to achieve freedom, inclusiveness and growth [61]. To
do that, the study discusses the main challenges and opportunities for future research
related to the components of emancipation accrued from the theoretical lenses.

From a critical perspective, Escobar [62] argues that development is a contradictory
process that might generate intended and unintended effects, giving rise to the postcolo-
nial and post-development theories [24]. In order to unveil “the power structure and the
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ideological biases” behind development discourses [63], it is important to apply critical
theories to expand critical awareness and sensitivity to the assumptions, discourses and
power structures beneath ICT4D endeavors. Furthermore, it is fundamental to develop
a plural dialogue between distinct systems of knowledge and epistemologies without
hierarchies “understanding that reality is constituted not only by many worlds, but by
many kinds of worlds, many ontologies, many ways of being in the world, many ways
of knowing reality, and experimenting those many worlds” [44] (p. 185).

That way, we propose to investigate the emancipation dimensions of digital inclusion
by analyzing two longitudinal case studies in Brazil. The first case study will analyze the
project developed by “Lab Coco” - a training and development laboratory that operates
in Recife, being one of the national references in digital inclusion. The project has been
sponsored by Porto Digital, a major initiative in Recife, which aims to foster technolog-
ical innovation in the Northeast region of Brazil. During the Covid-19 pandemic, Porto
Digital provided free internet access to poor communities in the region to encourage
social and economic activities. The second case study aims to investigate an initiative
entitled “Vai na Web”, a high-tech and human values program located in Rio de Janeiro
that prepares talent from favelas for the new digital economy. The program democratizes
access to technology, encourages autonomy and strengthens the plurality of labor in the
IT market. The main challenge is, however, to teach programming languages combined
with socio-emotional skills to digitally excluded young people.

Thus, by applying the theoretical framework grounded on the emancipatory critical
view, the research aims at providing a critical analysis of digital inclusion initiatives,
explaining the unintended consequences of the digital divide from a local social context.
Essentially, one intends to provide normative guidance for how to promote inclusion and
emancipation, by answering relevant questions such as:

– How does inclusion at the individual level affect collective outcomes?
– What roles should government, NGOs and platforms play in promoting inclusion and
emancipation?

– Can ICT oppress?
– How does the digital divide hinder women’s and girls’ empowerment?

6 Conclusion

The digital technology has become increasingly embedded in the lives of individuals,
communities and countries, being more critical than ever to ensure universal access
and digital skills to promote development and emancipation [49]. In this context, digital
inclusion has a key role to play by addressing the readiness and the critical consciousness
of communities to fully embrace the digital age.

The current study offers several contributions to the ICT4D field. First, it contributes
to the academic research on the discussion about ICT in LMICs [30, 64]. As already
mentioned, it is paramount to address critical perspectives to understand development
from a local social context and Freire’s approach can fill this gap. According to Davison
and Martinsons [65], ICT4D research requires deliberate attention to the conditions in
the field. Thus, context cannot be ignored. Furthermore, contextual conditions combined



500 A. P. dos Santos Tavares et al.

with a close examination of socio-technical dimensions are conducive to understanding
the local meaning of development [26].

Besides, the study proposes a strong ethical agenda stating that ICT is a necessary but
not sufficient condition to empower vulnerable people [29]. Therefore, a local perspective
can improve the understanding of successes and failures in ICT endeavours vis-à-vis the
evolution of the digital society. Also, from a managerial perspective, this study aims
to present a set of reflections that can help managers and policymakers to identify the
consequences accrued from the digital divide, which can be a learning opportunity for
them to be better prepared for the digital society. As stated by the United Nations [43],
governments, in cooperation with relevant stakeholders, need to develop a commonly
agreed framework for closing the digital divide. In fact, “rapid technological change
without an inclusive and sustainable development strategic orientation risks entrenching
existing inequalities while introducing new ones” [43] (p. 5).

Arguably, understanding the relevance of technologies along with individual’s criti-
cal skills to improve human capacity and foster digital inclusion is paramount to improv-
ing the lives of vulnerable people in LMICs. As stated by Zheng et al. [54], perceiv-
ing ICT4D as part of a wider process combining social transformation, policies and
development initiatives is needed to foster a more sustainable and less unequal world.
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Abstract. The Information Systems (IS) literature explores multiple conse-
quences of data use practices, including the role of such practices in achieving
empowerment. Limited knowledge is, however, available on the role of data use
in fighting political bias, a phenomenon through which an individual or a group’s
political influence diverts resources away from their optimal purposes. In this paper
we rely on Freire’s concept of liberation to study a pilot project of an Education
Management Information System (EMIS), conducted in two districts in Uganda,
to illuminate the links between EMIS data use and the delinking of educationman-
agers from political bias. Our field data enable us to theorise EMIS data use as a
practice of liberation, aimed at strengthening decision making processes crucial
to development policy.

Keywords: Data use · Education management information systems ·
Empowerment · Liberation · ICT4D

1 Introduction

Data use, especially when referred to public sector domains such as health and educa-
tion, is a prominent topic in the Information Systems (IS) literature [6–8, 19, 35]. Among
many strands of discussion, one centred on information and communication technolo-
gies for development (ICT4D) depicts health and education data use as a practice of
empowerment, through which people are endowed with the ability to pursue the life
they want [32]. Empowerment is multifaceted in ICT4D [3, 4], with Senian views of
empowerment framing this concept in terms of people’s ability to achieve the life they
want, ultimately resulting in the pursuit of freedom in the face of constraints [30].

Limited knowledge is, however, available on the role of data use in fighting political
bias, a substantial constraint to human empowerment which limits people’s ability to
pursue their freedoms. Political bias is presented as a phenomenon inwhich an individual
or group’s political influence diverts resources away from their optimal purposes, ham-
pering development policy across many sectors [10]. Political bias results in resource
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distributions that follow politically determined preferences rather than the needs of the
people, substantially preventing socio-economic development efforts from proceeding
optimally and allocating resources in ways that maximise human freedoms [32].

In this paper we draw on the pilot implementation of a decentralised Education
Management Information System (EMIS) in Uganda to begin outlining a theory of
education data use as liberation from political bias. Drawing on data from the EMIS
pilot project, conducted in two districts of Uganda in February and March 2020, we
use concepts from Freire [16] to show a process in which education managers built
critical consciousness and, on this basis, developed the agency needed to reappropriate
technology towards liberation. This adds to existing conceptualisations of empowerment
by showing how liberation from political bias, achieved through data use, participates
in empowerment.

The purpose of this research-in-progress paper is to set the basis to theoriseEMISdata
use as a practice of liberation, defined in Freirian terms as the freeing of the oppressed
through illumination of the root causes of disadvantage [28]. The concept of liberation
adds to existing data use research by showing the potential of data use to free human
beings from external sources of subjugation.

This paper is structured as follows. We first map the literature on data use and
empowerment, focusing on the dimensions of empowerment that such a literature has
contemplated. We then introduce the case of the EMIS pilot project in the districts of
Gulu and Mayuge, Uganda, to illuminate EMIS data use as a practice of liberation.
The discussion positions such a practice in the existing literature, introducing libera-
tion as a core component of empowerment achievable by collectives through data use.
Implications are drawn for the literature on data use in ICT4D.

2 Data Use: From Empowerment to Liberation

Data use has emerged as a prominent research topic in the IS field. Such a prominence
is, somewhat paradoxically, countered by the paucity of scoping exercises on it, which
are mostly focused on health data use [8, 19, 35]. As noted by Byrne and Sæbø [8],
data use does not refer to the quality of data or access to them by individuals, but to
effectively utilising them for diverse purposes. Multiple branches of IS have dealt with
public sector data use, considered in its diverse manifestations.

Research shows how data use can empower individuals to better perform critical
tasks in the health sector [19, 35]. Against this backdrop, the link between data use and
empowerment offers the core perspective through which data use is depicted in IS.

2.1 The Core Perspective: Data Use as Empowerment

Byrne and Sæbø [8] note the breadth of the literature on data use. They do, at the
same time, note the primary focus taken by this literature: it is a focus on data use
as empowerment, framed, with Sen [32], as the possibility for people to pursue the
life they want. Wide presence of an empowerment lens in data use literature has an
important implication: data use, beyond quality and access, is leveraged in the pursuit
of freedoms that lead to people’s empowerment [30]. Studies in the data use landscape
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focus on multiple dimensions of empowerment: two examples are sub-national districts,
empowered by greater awareness of data on their populations [11], and digital platforms,
which are converted into tools for bottom-up decision making [5, 26].

In a recent literature review, Pandey and Zheng [27] map the core dimensions of
empowerment used in ICT4D research. They present six dimensions: community; psy-
chological; gender; cultural; economic; political and structural [27].While varied, these
dimensions have a commonmatrix, found in the view of development as “freedom” from
the constraints that prevent individuals from living the life they want [30, 32]. As noted
by Sæbø et al. [31], over time the ICT4D field has moved towards a collective vision of
empowerment, where the good of the community overcomes the good of the individual
in achieving goals such as public health, education or emergency relief.

While data use features strongly in discussions of empowerment, it does not feature
as strongly in terms of political bias, a phenomenon in which the political influence
of an individual or group diverts resources away from purposes that would be optimal
for the community [10]. On the one hand, the literature review by Byrne and Sæbø [8]
shows that there are many ways for data use to foster human empowerment. On the other
hand, none of these ways contemplates political bias as a phenomenon that conditions
people’s ability to achieve empowerment. A multidimensional framework of data use
for development still needs a proper theoretical understanding of political bias, one that,
further developing the political and structural dimension of empowerment outlined by
Pandey and Zheng [27], unpacks how liberation from political bias can act as a route to
empowerment.

2.2 A Novel Dimension: Data Use as Liberation

In this paper we set the basis to theorise data use as a practice of liberation, which allows
conceptualising freedom from political bias within the ICT4D field. On the one hand,
Sen [32] argues that development is fundamentally predicated on people’s agency, as a
route to expose unfair social norms and foster social change. On the other, researchers
have criticised the capabilities approach due to its limited engagement with praxis, a
critique that, featured in seminal ICT4D work on this approach [36, 37], leaves subjects
uncertain on the actionability of such an approach.

The concept of liberation, theorised in Freire’s [16] Pedagogy of the Oppressed as
a route to freedom from injustice, lays the conceptual basis for such an engagement
with praxis. Liberation is conceived, in Freire [16], as a process in which oppressed
communities acquire awareness of the roots of structural disadvantage, and are then
enabled to use such an awareness to challenge the sources of their subjugation [28].
Theoretically, the two building blocks of Freire’s notion of liberation are the concepts
of critical consciousness and agency, which Freire [16] engages as follows:

- Critical consciousness refers to the human ability to read the world critically, iden-
tifying oppressive and alienating conditions in the status quo. Freire frames critical
consciousness as achieved by laying bare the roots of structural inequality, engaging the
structural factors that make people systemically prone to abuse and injustice. Central in
the Pedagogy of the Oppressed, his educational method consists of a problem posing
methodology [28] to enable participants make sense of the bases of their oppression:
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this may involve, for example, inducing people to interrogate themselves on the roots
of the injustice they suffer, and on the power dynamics behind them [33]. Develop-
ment of critical consciousness in the oppressed is, in Freire, the epistemological basis
of liberation.
- Agency, conceptually predicated on the development of critical consciousness, refers
to “the ability to act in the world to change it” [28]. In Freire’s theorisation, individuals
who, based on the pedagogical method, develop critical consciousness, are enabled to
convert such a consciousness into action that concurs to the achievement of freedom.
While fundamentally based on the theoretical components of the pedagogical process,
agency embodies the praxis at the core of the pedagogy of the oppressed, through which
subjects of systemic injustice act against the sources of oppression. Though action is not
a necessary consequence of the development of critical consciousness, agency, as the
ability for individuals to choose which action to take, is fundamentally based on it.

Poveda [29] notes that lack of actionability of Sen’s capabilities approach is filled by
the coexistence of theory and praxis in Freire’s pedagogy. The actionability of Freire’s
approach explains how it has inspired the work of multiple organisations, aimed at
liberating people from the constraints of injustice through a pedagogy that brings to
light the causes of structural unfairness [29, 33]. Unpacking the political and structural
dimensions of empowerment in Pandey and Zheng [27] requires an approach to blend
theory with liberating action: it is, with Myers [25], a critical approach that blends
theorisation of reality with its transformation, to change an oppressive status quo.

Based on Freire [16], we hence propose a vision of data use as potentially connected
to liberation from the political bias that poses a constraint to development. In what
follows, we present the results of a study of a pilot project of EMIS conducted in two
districts in Uganda, where education data use was related to liberation of education
managers from the political biases implicit in the system.

3 Case Study: EMIS Pilot Project in Uganda

EMIS are core tools for data use in the education sector. An EMIS is “a system of
people, technology, models, methods, processes, procedures, rules and regulations that
function together to provide education leaders, decisionmakers andmanagers at all levels
with a comprehensive, integrated set of relevant, reliable, unambiguous, timely data
and information to support them in completion of their responsibilities” [9]. UNESCO
[34] defines EMIS as an “ensemble of operational processes, increasingly supported
by digital technology, that enable the collection, aggregation, analysis, and use of data
and information in education, including for management and administration, planning,
policy formulation, and monitoring and evaluation.” Both these definitions highlight the
systemic nature of EMIS, which is currently being used in Uganda to map education
data at the district level.

3.1 EMIS in Uganda: A Three-Phase Timeline

EMIS in Uganda has evolved over three major phases. In the initial phase (2000–2005),
the Ministry of Education and Sports (MoES) adopted a computer-based automated
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solution heavily biased towards the education statistics module, which lacked an inter-
face with the Uganda National Examination Board (UNEB) in charge of examination
results from primary and secondary schools. In addition, the personnelmodule was never
operationalised and the system was limited in its single-year design, unable to provide
multi-year reporting and longitudinal analysis of key indicators. Funders of the software
had exclusive rights to the system, which limited MoES’ ability to modify and use it.

During the second phase (2006–2008), another system was designed to be accessed
via the MoES intranet and used for management and planning at the central level. How-
ever, the system presented problems of usability and lacked a reports module for easy
access and visualisation of data.

A third phase (2008–2014) focusedon addressing decentralisation needs of education
datamanagement and led to the design of a newEMIS, as an integrated solution to enable
all stakeholders at MoES to access information via the Local Area Network (LAN) and
link data between MoES and districts. At the district level, a Decentralised Education
Management Information System (DEMIS) was designed and installed in 134 districts
andmunicipalities, however, with thewithdrawal of donor funding, the systemwas never
operationalised nor linked to the central level. This left the MoES planning unit with the
option of a centralised EMIS where data is collected using the annual statistical form
from schools and entered into EMIS at MoES headquarters [14].

The Annual Schools Census (ASC) is a collection of basic (i.e. enrolment, learner
characteristics, teacher details, infrastructure, etc.) educational data from mainly pre-
primary, primary and secondary levels of the education system. A copy of the filled
form is left at the school, another at the district and the final copy taken to the national
MoES headquarters where data is entered in the standalone system and analysed using
SQL and Excel. Annual statistical abstracts on data from the census are published on the
MoES website and a few copies distributed to schools. This centralised management of
data created challenges of work overload due to entry of large volumes of data, limited
capacity to conduct data verification and validation from the source and failure to follow
up non-reporting schools.

In 2017, a task force to oversee the realisation of a new robust and reliable EMIS
capable of addressing the sector’s information needs was initiated. In its EMIS review
report, a task force highlighted the challenges above and proposed short and medium-
term recommendations to revamp the current EMIS. These included redevelopment of
EMIS to address current system challenges, operationalisation of dormant modules,
strengthening of EMIS legal and policy framework, development of a communication
and dissemination strategy, review of the current budget to incorporate EMIS activities
and development of a sustainable financing strategy [1, 2, 13]. Following these recom-
mendations, the MoES has, for the last five years, been in the process of redeveloping
the EMIS into a robust system, albeit with limited success so far.

3.2 Pilot of DHIS2 for Education

In January 2019 the Health Information Systems Programme (HISP) Uganda initiated
engagements with the MoES Basic Education department to pilot the District Health
Information Software 2 (DHIS2) as an EMIS in the districts of Gulu and Mayuge.
DHIS2 is an open source software used for managing health information in over 73 low-
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and middle-income countries, currently used in Uganda by the Ministry of Health for
reporting on health management data from 140 districts in the country.

During the pilot, several stakeholder engagements, to foster buy-in and support, were
conducted for both the central and district level leadership. A requirements gathering
process was conducted at the district level and selected schools to further understand the
data management processes and data needs at those levels. DHIS2 was configured and
deployed in three administrative units in the two districts to support collection, capture,
validation and analysis of key education data from primary and pre-primary schools.

End user trainings on data entry, data validation, analysis, presentation and use for
MoES central level staff, district education teams, district planners and biostatisticians,
and support supervisionswere conducted.Thepilot districts enteredEMISdata, collected
on the annual statistical forms for three consecutive years 2016, 2017, 2018 into the
DHIS2-EMIS. District dashboards were created as part of the EMIS to present education
indicators like gross enrollment, teacher to pupil ratios, reporting rates, performance
index, pass rates in visualised tools like charts, pivot tables, graphs and maps to support
district education teams and the leadership in planning and decision making.

After a year of pilot implementation, an assessment of the DHIS2-EMIS pilot was
made in partnership with Health Information Systems Program (HISP) Uganda, MoES
and Save the Children Uganda. The team conducted the assessment in all the three
implementation sites between February and March 2020. The overall objective of the
assessment was to assess both the MoES and district capacity and readiness to utilise
and maintain the DHIS2-EMIS and document lessons learnt to inform national scale.

The assessment methodology included a total of 22 key informant interviews with
the MoES central level team (5), the district education team (6), district leadership (4)
and school administrators (7). Two focus group discussions with school administrators
and members of the school management committee were also conducted to understand
the process and challenges of data management, reporting and data use practices at the
school level. Primary sources of EMIS data (data collection tools) at the school level
were reviewed to validate data collected in the annual statistical forms and entered into
DHIS2-EMIS.

3.3 Findings: The DHIS2-EMIS Pilot Evaluation

Findings from the assessment indicate that overall, the DHIS2-EMIS pilot has had a
positive outcome with buy-in from the MoES central level and improved management
and use of education data in the pilot districts. The MoES leadership was committed
to support the implementation of DHIS2-EMIS, which is in line with the Education
Sector Strategic Plan FY 2017/2020 “To Strengthen the Education Management and
Information System (EMIS) to collect and process more accurate and timely data for
use by decision-makers.”

Through training and support supervision conducted during the pilot, the districts
were enabled to collect, enter, validate, present and use data fromDHIS2-EMIS to inform
district level plans, resource allocation and support supervision activities. The synergy
between the health and education department eased implementation of DHIS2-EMIS,
with district education teams continuously supported by the district biostatisticians who
have longer experience using the DHIS2. Data from DHIS2-EMIS has been used by the
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districts as a basis for decision making: this affected the distribution of desks, allocation
of teachers, building new latrine stances and classroom blocks. In addition, data from
DHIS2-EMIS was used to guide planning and budgeting, allocation of resources for
vaccination and other health programs in schools.

Most importantly, respondents interviewed through the pilot assessment have noted
how the project has acted as a “game changer” in resource allocation [12]. District
planners and education managers outlined two different scenaria: in a pre-EMIS era,
resource allocation was influenced by local politicians, who exerted their influence to
allocate resources in ways that did not reflect the real needs of the districts. In the
pre-EMIS scenario, resource misallocation resulted in systematic constraints to empow-
erment, since a dashboard-centred source of data was not available to counter central
decisions.

Transformation of such a scenario was, however, one of the main outcomes in the
districts that piloted the EMIS. As powerfully synthesised by one of the district managers
interviewed, “you cannot argue with the data”: data use influenced district managers’
ability to combat extant sources of political bias, using EMIS to illustrate the effective
needs of the different districts and schools. Becoming aware of political bias, and hence
using EMIS data to counter it, was a core process in plying data use to a purpose that
goes beyond the dimension of community empowerment [18] that data use is normally
adapted for. What was observed in the Uganda pilot project was a proper construction
of awareness by district managers, who reappropriated EMIS data use from a tool for
empowerment generically conceived to a tool for liberation from political bias, adapted
and reappropriated on a daily basis from its own users.

4 The EMIS Pilot Project: An Ongoing Freirian Analysis

Research on EMIS in Uganda is part of an ongoing doctoral project centred on the shift
to a decentralised EMIS, a shift of which the pilot project studied in this paper is an
integral part. In this section, we map the current status of our research-in-progress work,
setting the conceptual basis for theorisation of data use that the work is pursuing.

Such a theorisation starts from how, positioning EMIS within data use research,
our study raises several known points in terms of empowerment. The DHIS2 software, a
long-term endeavour of digital health in developing countries [6], has recently diversified
into education, seeking to project the same empowerment goals that Byrne and Sæbø
[8] described for the health sector. Mapping DHIS2 in terms of Pandey and Zheng’s
[27] dimensions of empowerment means touching upon several of them: community
empowerment, to start with, is achieved by endowing local communities with the ability
to manage their own data [11]. Psychological empowerment is also noted in DHIS2
research [21] and, while studies of gender and culture in relation to the software are
yet to be conducted, research in the broader ICT4D space shows gendered effects that
software changes can have on community empowerment [3, 4, 15, 18, 22].

What needs unpacking is Pandey andZheng’s [27] political and structural dimension
of empowerment. Poveda and Roberts [28] illustrate the issue: Sen [32] lacks, as noted
above, the praxis component found in Freire [16]. Where empowerment alone runs the
risk of depoliticising injustice, overlooking its root causes, Freire’s notion of liberation,
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based on development of critical consciousness, shows how freedom is based on learning
the structural causes of disadvantage. Such a process affords individuals to enact agency,
entering a process of resistance which builds the structural roots of liberation.

This is the process that is unfolding with EMIS in Uganda. All resembles a classic
DHIS2 project: data are put in the hands of district managers, allowing them to take
informed decisions on important topics. But the pilot has shown an unknown dimension,
for which it is not so much community empowerment, but liberation from political bias
that interviewees have clearly articulated. Interviews have outlined clear differences
in the two scenaria: a pre-EMIS one in which political bias was present, and a post-
pilot which allowed district managers to develop critical consciousness of such a bias
and use EMIS to counter it. While anti-bias agency is predicated on many factors,
and surely not only on the availability of a technology that puts data in the hands of
education managers, data from the pilot project show the strong instrumentality of such
a technology in countering political bias.

These raw observations, conducted in this initial phase of our research, led us to
see Freire’s concept of liberation as a guiding light through the phenomenon we are
observing. While other candidate theories are being considered, two more tasks can be
pursued through Freire [16]. First, a vision of disempowerment that instead of remain-
ing superficial (for example, single instantiations of misallocation of resources in a
given district) analyses the deep structural reasons for such occurrences, individuating
structural patterns that repeat themselves over time. Through Freire we can analyse
the self-perpetuation of injustice [24], enabling not only and not so much the external
observer, but the oppressed community experiencing injustice to make sense of it.

Secondly, we can link these to broader theorisations of injustice in ICT4D. The field’s
turn to issues of power and justice [17, 20, 21, 23] specifically invites us to do so. In an
ICT4D landscape whose core matter is not anymore development, but justice defined
as fairness in the way people are dealt with [11, 20], understanding the structural roots
of injustice has a crucial importance that it did not have before. Equipped with Freire’s
pedagogy of the oppressed, applied to an open source software for a long time framed
in terms of non-political empowerment, we seek to produce a theory in which data use
is openly and clearly linked to the possibility of liberation.

5 Conclusion

This paper has reported on an ongoing research project on EMIS, in which we seek to
theorise data use as a practice of liberation from political bias. In doing so, we unpacked
the political and structural dimension of empowerment from Pandey and Zheng [27],
showing that the purpose of data use is not only, and not so much in terms of community
empowerment, but in terms of the freedom from political bias achieved through the
engagement of education managers with EMIS data sources.

Two main directions are to be pursued across future stages of this research. First, as
an ongoing doctoral project, the research will involve further data collection on EMIS
Uganda, to monitor the further developments of the project and the meaning of these
for education managers through the state. As the EMIS is scaled across the country, the
questions of liberation from political bias posed here become of relevance at a national
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scale, with important implications for the making of any initiative that aims to put data
at the service of better education outcomes.

Second, the theory-building potential of this project is strongly tied to ideas of justice.
The fact that data management systems like DHIS2 enable community empowerment
has been noted across multiple works, but the possibilities of such software for the
countering of political bias are much less well understood. In the context of today’s
ICT4D research, increasingly tied to visions of justice as the heart of development,
understanding the root causes of structural advantage is a strongly needed component
of theory-building efforts. We hope, with this work, to have offered a conceptualisation
that can contribute to such efforts.
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Abstract. The importance of partnerships is established in the ICT4D academic
and practitioner literature as a success factor contributing towards achievement
of development outcomes. However, it is also recognised that the failure of part-
nerships is a common occurrence and there is limited knowledge about the rea-
sons for these failures. International development projects often include partner-
ships between international organizations and public sector implementers and
little is understood about how and why such partnerships may succeed or floun-
der. This paper aims to improve our understanding of ICT4D project failure by
exploring the interplay of logics within an international organization-local public
sector partnership. The empirical basis is a longitudinal case study of a health-
related ICT4D project in Indonesia. Three vignettes are presented, highlighting
the dynamics between local public sector logic and international organization
logic. The results show that the “accountability logic”of the international organi-
zation (WHO) conflicted with the “hierarchical” public sector logic of the min-
istry. The paper contributes work in progress towards an improved understanding
of partnership failures in ICT4D.

Keywords: ICT4D partnership · Institutional logics · Public sector ·
International organization

1 Introduction

Information and communication technology for development (ICT4D) projects often
feature an international partnership consisting of international organization partners
and local implementers, often from the public sector. Within the health sector, such
international-national collaboration, known as North-South global health partnerships
(GHP) has become a dominant mechanism for reaching the Sustainable Development
Goals (SDGs) [1]. Such mechanisms are incentivized by funding practices of global
health actors, including private, public, and philanthropic institutions[2]. Naturally, the
rise of GHP as dominant over the last couple of decades has spurred some critique, albeit
the focus tends to center on success stories [1]. Already in 2007 it was pointed out that
this global aid architecture in health was increasing complexity [3].
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Prior work has shown that partnership involving different types of organizations is
prone to competing logics [4, 5]. Research has investigated competing logics within
partnerships such as public private partnership [5], government-professional partner-
ship [6–8]. Tensions and conflicts, disappointments and misunderstandings are almost
inherent to most ICT4D PPPs (public–private partnerships)[9].

This paper addresses Ismail, et al. [5] call to investigate patterns of logics in ICT4D
partnerships. Although the most common form of partnerships in the ICT4D projects
involves international organization partners and local public sector implementers to
date there is no in-depth case research that has examined this form of partnership. We
investigate a GHP project in Indonesia involving a global agency, the nation’s ministry
of health, and both local and foreign universities. To improve our understanding on
this issue, this paper follows Reay and Hinings’ [6] approach to logics to examine an
international development partnership in Indonesia examining how logics can compete
to the detriment of the partnership. This research in progress aims to answer the following
research question:

• How do different institutional logics in ICT-enabled global health partnerships
manifest themselves to the detriment of partnership?

The paper is organized as follows: In the next section we outline relevant research
and the conceptual framework. We then proceed to the methods section followed by a
case description. This paper presents early findings and analysis of the research through
3 vignettes to illustrate the types of interactions of the logics and how they affected
the partnership. Finally we conclude and offer some future actions in this research in
progress.

2 Conceptual Frame: Competing Institutional Logics

Institutional logics are “the belief systems and related practices that predominate in
an organizational field” [6], although the use and manifestation of institutional logics
are not limited to the organizational field but also present themselves at the societal or
organizational level. Institutional logics consist of symbolic (ideas, values, discourses)
and material elements (organization, tech, work process) [10]. In ICT4D partnerships,
this can translate as: “goals and motivations, culture, and working practices” [5]. Table 1
outlines a preliminary review of some prior papers that are relevant to this inquiry in
GHPs, HIS, and ICT4D.

ICT4D partnerships as well as GHPs are often composed of organizations from
different domains such as public, private, non-government, or professional domains
[1, 9, 11, 15, 16]. This combination of diverse organizational backgrounds is often
problematic and institutional logics have been used to examine the dynamics in such
partnerships from the perspectives of each group of actors [5, 6, 12, 14, 16]. Institutional
logics offers a way to explain actors imposing practices from logics that are carried from
their field to another [20].

Ismail, et al. (ibid.) demonstrated how the clash between a dominant private logic
towards a public logic, Sah, Skel, Stra. These logics turned out to hinder the achievement
of the development and partnership goals.
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Table 1. Key literature focus and gap

Authors and year Main findings and gaps

World Health Organization Maximizing
Positive Synergies Collaborative Group
(2009). [11]

The failures in GHPs have been debated to be a
result or to be a consequence of the already
fragile health systems in the countries

Reay & Hinings (2009) [6] This paper examines how competing logics
between medical professionals and government
can be managed to achieve an institutional change

Sahay, S., Sæbø, J. I., Mekonnen, S. M., &
Gizaw, A. A. (2010)[12]

The deep rooted logic from the historically
embedded system that clashes with the proposed
HIS logic hinders the HIS implementation in
Tajikistan

Mizrachi, Y., & Ben-Attar, D. (2011) [9] This paper is one among the earliest
investigations on PPP in ICT4D, highlighting its
challenges and opportunities, as well as the
inherence of conflicts within this partnership

Dodson, Sterling, & Bennett (2012) [13] This paper reviews ICT4D research and
demonstrates how ICT4D potentially contributed
to unsatisfactory development results. The paper
calls for assessment to other development
initiatives

Sanner, T. A., & Sæbø, J. I. (2014)[14] This paper highlights how two seemingly
incongruent logics from the different actors in a
GHP reinforce each other to reach the project
goals

Skelcher & Smith (2015) [15] This paper introduces the categorization of
organizational hybrids consisting of a public
sector and a nonprofit using institutional logic

Stratton, C., Sholler, D., Bailey, D.,
Leonardi, P., & Rodríguez-Lluesma, C.
(2016) [16]

Design-reality gap is presented through a study in
South America where competing professional
logics between the education and technology
sectors hinder the participatory approach within
the ICT4D project

Sligo, Gauld, Roberts, Villa (2017) [17] Evaluating a large-scale HIS is a challenge and
the quality of these evaluations varied. These
evaluations show that the success of HIS
implementation highly depends on the structural,
contextual, and organizational factors

(continued)
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Table 1. (continued)

Authors and year Main findings and gaps

Ismail, Heeks, Nicholson, & Aman (2018).
[5]

This paper analyzes interaction within a public
private partnership in Malaysia as an example of
common public private partnership in ICT4D
setting. The lens of institutional logic is used to
analyze how public and private logics interplay

Burton-Jones, Akhlaghpour, Ayre, Barde,
Staib, & Sullivan, (2020) [18]

Addressing Sligo, et al. [n], Burton-Jones,
et al.[n] introduces the use of institutional theory
for evaluation research of digital transformation
in healthcare and how it can provide a language
to articulate and make sense of the complex
nature of HIS

Plamondon, K. M., Brisbois, B., Dubent,
L., & Larson, C. P. (2021) [1]

GHPs that are predominantly in the form of
north-south partnership are portrayed as
beneficial to the south counterparts without
critically reflecting on the power imbalance. Due
to the methods used in this paper, it failed to
understand the depth of the actual dynamic in the
field

Ramadani, L., Breidbach, C. F., & Kurnia,
S. (2022). [19]

Using Indonesia as a backdrop, this paper
observes ICT4D as a multi-level social process
where top-down policies are translated from
micro to macro level, therefore creating outcome
bottom-up. This paper addresses the vertical
relationship more than horizontal relationship in
the central level

Reay and Hinings [6] also present classic conflicting logics between a medical pro-
fessional association and the government. Boonstra et al. [7] use the same lens to analyze
three rivaling logics in a hospital. Although the study does not represent an ICT4D part-
nership setting, this paper showed a typical professional mix in ICT4D in the health
sector, the management, medical and IT professionalism. Each of the individuals in
the study presented at least an additional logic that is different from their domain. For
instance, a manager might exhibit a medical and/or IT professionalism logic in addition
to their managerial logic.

3 Methods and Empirical Setting

Following Walsham [21, 22] this paper is an interpretive longitudinal qualitative case
study of an ICT4D project in the public health sector in Indonesia. The method allows
the author to understand the complex phenomenon being examined in its natural setting
[16, 23]. The first author joined the project in August 2017 as a member of the core
implementation team, attached first to the local and later the foreign university taking
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part in the project. Data was obtained through participant observation and interviews,
both remotely and in-person. The project involved a range of activities such as attending
meetings, training sessions, field visits, coworking and social activities.

The first author was actively involved in most of the core team activities, including
remote meetings and field visits. Other members of the team were aware that the project
was a part of a research project and the team members of both UGM and UiO were
actively collecting data while participating. The participant observation included but not
limited to the following: observations of conversations, behaviors, actions, decisions,
and reactions of different actors, interactions, and documents. After each visit, the first
author compiled field notes and discussed the emerging findings with fellow members
from WHO, UGM and UiO in unstructured and unrecorded conversation to clarify the
observations.

These conversations spanned from a few minutes to hours of conversations during
for instance a shared plane ride or during dinner. These first-hand experiences were the
main means to collect the data.

Nineteen scheduled formal semi structured interviews (shown in following table)
were also used mostly to gather additional data on the logics and to clarify or make sense
of observations of the logics as they were identified. The interviews and conversations
explored their views on the roles of each stakeholder, the interaction among stakeholders,
the rules and regulations that guide the implementation, and the implementation practices
in theproject. These interviews ranged from32 to64min andmost of themwere recorded,
transcribed, and translated into English.

Remote interviews were conducted viaWhatsapp or Zoom calls. Meetings, observa-
tions, and interviews were carried out in either Indonesian and/or English. Field notes,
meeting minutes, and interview transcriptions in Indonesian were summarized by the
first author into a research documentation in English (Table 2).

Data was analyzed as follows: First, we produced a timeline of events. We then
divided the timeline into 3 main phases. From these three phases we chose vignettes that
illustrate pivotal episodes in the partnership where divergent opinions represented from
different actors played out in a harmony (vignette 1) leading to breakdowns (vignette 2
and 3). These events were related to institutional logics concepts for sensemaking of the
vignettes.

We follow a pattern inducing method to identifying logics, that is we were engaged
in a process of working from the observations and interview data up to identify logics
that can then be compared with extant literature [24]. This approach was chosen because
it allowed the researchers to capture context-specific information, explain values and
beliefs, and represent rich context (ibid.) A starting point set of categories to identify
logics provided by Jay [25] and Sligo et al. [17] was chosen to inspire sense-making
baseline situations and problematic incidents in the vignettes, as well as to guide the
discussion among the authors and to theorize the events, as no formal coding is involved
in the analysis (Table 3).

We followed themethods used by Ismail, et al. [5] in choosing the vignettes. Through-
out the project, we selected snapshots of events that meet the following criteria: 1) it
involves all four main stakeholders in the core team, 2) reflects different types of inter-
actions between logics. The data used in vignette construction were triangulated from
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Table 2. Semi-structured interviews

Organization Number of interviews informing this
paper

Description

Ministry 1 management level
2 data managers

Data Center and Subdirectorate

Provinces 3 data managers Bali, West Java, and the Special
Region of Yogyakarta Province

Districts 1 program manager
3 district consultant
3 data managers

Districts in North Sumatra, Capital
Region of Jakarta, Special Region of
Yogyakarta, Maluku, and Western
Nusa Tenggara Province

UGM 3 project team members 1 involved in vignette 1 and 2
2 involved in vignette 2 and 3

UiO 1 online course team member

WHO 1 national and 1 international
consultant

Total interviews 18

Table 3. Institutional logics categories

Logic category Explanation

Normativity/strategic imperatives Normative and strategic functions

Source of agency/capacity to act The agent/source of agency of the agents

Basis of order Regulative rules, binding expectations, constitutive
schema

Indicators Performance metrics

Tensions within logic Tensions within each logic due to internal and external
powers, different domains or disciplines

multiple respondents, and from a combination of interview transcripts, meeting obser-
vations and participation notes, and digitization of other documentary materials. The
vignettes were also reviewed by the other authors of this paper to reduce dangers of
participatory bias.

3.1 Empirical Setting

The research followed a multiyear health information systems strengthening project in
Indonesia. The project is funded by Global Fund and run under the aegis of the Ministry
of Health (MoH) as the principal recipient, with technical and administrative support
from UGM, WHO and UiO. The project mission was to develop and implement an
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integrated health data dashboard system using a web-based platform developed by UiO
(Table 4).

Table 4. Timeline of key events

Vignette Date Event

1 16 Feb 2017 Basic training for implementation for core team (MoH,
WHO, UGM)

1 Feb-Mar 2017 Roll out to 10 pilot districts

3 Aug 2017 MoH, WHO, UGM agreed to adopt the online course

1 Nov 2017–Feb 2018 First round of supervisory visit to 10 pilot districts

1 19 Feb 2018 Refresher training to 10 pilot districts (new features, data
visualization skills, sustainability and scalability > district
developing new plans)

3 23 Feb 2018 Kick off of the online course development

3 16 Mar 2018 Beta test the the online course to university partners of
MoH in April

14 Mar 2018 Roadmap development

2 24–27 Apr 2018 Training for Trainers for 50 expansion districts

2 6–10 June 201 Requesting feedback for the online course from the training
participants

2 May 2018 Second round of supervisory visit to pilot districts

2 Jun 2018 Planning for semi advanced training

2 2–6 Jul 2018 Semi advanced training and beta testing the Online Course

2 1–5 Aug 2018 Roll out to several new districts

3 3 Aug 2018 The online course was tested for bigger audience (260
onsite participants)

3 27 Aug 2018 The online course was officially launched with main
purpose for training of 50 expansion districts

3 31 Dec 2018 The online course was temporarily closed and evaluated

3 Jan 2019 The online course reopened

3 2019 MoH, UGM, WHO go to the field to train expansion
districts

3 Dec 2019 The online course discontinued

The project is characterized by an international partnership, involving actors in the
Ministry of Health, World Health Organization (WHO), national university (Universitas
Gadjah Mada/UGM) and a foreign university (University of Oslo/UiO).
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4 Findings and Analysis

The findings are presented below in the form of 3 vignettes followed by the analysis
using the institutional logics frame.

4.1 Vignette 1: The Roll Out of the Health Platform

In this first vignette of the roll out process, we set the scene of an initial harmonious
relationship between the ministry, the international organization, and the universities.
The web-based platform was introduced in Indonesia in 2010 through the collaboration
between a national university and a foreign university. Since then, various activities were
conducted to initiate the implementation of the platform to improve health data quality
through data integration and visualization.

A core team consisting of the Ministry of Health,national university, foreign univer-
sity, WHO was developed in 2016. The team underwent a series of training and carried
out assessment and other activities necessary to kickstart the implementation of the plat-
form in the country. After these preparation activities, the team went on to the roll out
phase to 10 pilot districts.

Roll out involves a set of predefined activities that were repeated across all districts.
Although the team members who went to each district varied, it always consisted of
the following: at least 1 representative of MoH, local university, foreign university, and
WHO. The activities also remained the same: 3 days visit with the first day getting formal
buy-in from the province.

“Although our implementation is top-down, we also need to visit the province to
acknowledge that they are the host in the area” - MoH

This visit is a “door knocking” gesture to acknowledge the autonomy and power of
the province despite the top-down implementation, as well as to introduce the team to
the province [26]. The second day would be to the district. The team gets to know the
responsible person in the district (the key person who will get the implementation going
is usually from the district level), the last day is the training in the health care facilities.
On the other hand, the provinces and districts assumed their role as the host with pride
by introducing the visiting team to their traditional food and scenic places.

The core team members are based in different places in the world and for a roll
out would fly in to gather in the first district and from there moving from one district
to another together. They traveled together with different modalities, plane, car, boat
sharing hotels, dining tables, weekends in numerous districts, and a bond was created
along the way, both among the team members and with the local authorities.

Analysis. At the beginning of the project, different logics did not play out due to mutual
understanding among the involved stakeholders. This vignette serves as an example of
how the interaction dynamic met the requirements from each logic. First, MoH got to
play their role as the host and their view of other stakeholders such as WHO, UGM,
and UiO as the supporting team persisted. Second, WHO got to play their role as the
quality controller and extension of MoH and they mitigated any possible pitfalls. They
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can maintain their agency through the following tools: monitoring, performance, initia-
tives, andmoving the needles. Any failing perceptions towards each other weremanaged
through communication within the close coordination and trust, thus mitigating things
from getting too bad. Table 5 above shows the identification of main logics that charac-
terize the two main actors groups as “hierarchy logic” and “accountability logic”, where
these two logics were obtained inductively through a grounded approach from the data.

Table 5. Institutional logics of MoH and WHO

Institutional logic Ministry of health WHO

Logic employed Local public sector hierarchy
logic

Accountability logic

Normativity/strategic
imperatives

Public service, policy
implementation, serving
constituents
- MoH view of themselves: host,
ruler, owner
- MoH view of WHO: supporting
team (source of funding and/or
technical and/or administrative
assistance)

Public service, mission for
health status and national
- WHO view of MoH:
(“clueless governor”)
- WHO view of themselves:
quality controller, extension of
the (MoH) hand, initiator, mover
who keeps the ball rolling

Source of
agency/capacity to act

Coordination of public resources,
rule making, enforcement power
- Primary actors in MoH:
management officials

Monitoring, performance,
excellence, initiatives,
innovation, risk management
- Primary actors in WHO:
national professional officer,
international officer

Basis of order Regulative: law, rules, hierarchy,
budget spent
- MoH embodying constraint:
budget and KPIs from donor,
higher officials (president,
general secretary), promotion

Normative expectations of
stakeholders
- WHO embodying constraint:
acceptance from MoH,
accountability from Evaluation
Office & donors

Indicators Donor rating, public perception Results report, program budget

Tensions within logic Tensions due to internal and
external powers

Tensions due to global and local
demands

4.2 Vignette 2: The Evaluation of Training

This vignette involves a story about the breakdown of the partnership originating from
the competing “hierarchical logic” in the public sector and an “evaluation logic” from
the WHO.
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A decision was made to expand the implementation of the web-based platform to 50
more districts in 25 provinces while maintaining the implementation in the existing 10
pilot districts. With the size of expansion, it was not feasible for the core team to utilize
the same roll out approach where they went to all the new districts. The team also wished
that each province would take responsibility to scale and sustain the web-based platform
implementation in their districts. For this, the provinces would need support. Therefore,
the core team engaged 9 national universities called Center of Excellence Universities
(CoEs).

Having all of these requirements in consideration, the team planned a series of
cascade training to prepare a pool of trainers for the expansion. First, the core team,which
only consisted of less than 10 people, trained a trainer team consisting of MoH staff.
Second training was aimed for 25 new provinces. The rationale was that the province
staff as the authority will take the responsibility. This second training would also involve
9 national universities. These universities would be the extending hand of the core team,
responsible to assist the provinces and districts, with troubleshooting etc.

MoH took the responsibility as both organizer and trainers for the training. The
training was mostly done by the MoH, with support from UiO and UGM, and WHO
was not in the trainer list.

“We are competent to train. After this project is finished, we will be the contact
for the field staff.” - MoH

However, WHO perceived that the first training did not meet the quality needed to
move forward with the implementation.

“We are frustrated because they (MoH) are not serious about that and because
that this project is not for clinical use so they can get away with it” - WHO

In the previous phases of the implementation,MoH staff rarely fully attended training
from beginning to end. Having this experience at hand, WHO considered that MoH was
not competent enough to take the lead in the training.

“This project is not as good as it should be, is (mentioning one MoH staff) a
trainer? Does he know how to train? Some people are skillful but they’re not
trained to train.” - WHO

On this ground, UGMproposed thatMoH staff join both training as trainees to ensure
that they have the necessary skills both as trainers and implementers. However, MoH
refused this proposal and insisted on conducting the training, whereasWHO,UGM,UiO
as the support. WHO and UGM decided to provide a proof to the MoH. So they ran an
evaluation of the training without asking input or opinion from theMoH.MoH perceived
this behavior as disrespectful and as a consequence, MoH stopped involving UGM and
WHO in several activities. Eventually, this conflict resided. AsMoH communicated “we
are the host of this project, don’t evaluate us behind our back”. This situation eventually
resolved and the team members started working together again.



Competing Logics in an ICT4D Partnership 525

Table 6. Analysis of vignette 2

Local public sector
hierarchy logic

How hierarchy logic
organizes MoH
behavior in the field

Accountability logic How accountability
logic organizes MoH
behavior in the field

Vignette 2: The evaluation of training of trainers

MoH decided that they
would lead and
conduct the follow up
training. The
background: some
districts worried that
once the project is no
longer funded, the
project will be
abandoned again and
the districts will suffer

MoH uses the training
to gain trust from the
districts, that this is
MoH owned project,
where MoH as the
governing body has a
total control towards
the project, to get the
buy in from the
districts

WHO proposed
WHO, UGM, and UiO
to be the trainers, and
MoH to join as
trainees

To maintain training
quality, trainers for
trainers should be
highly competent,
both technically and
pedagogically

MoH flipped out. They
stopped involving
UGM in various
planning and
implementation
events, and stopped
responding to several
communication
attempts from UGM

MoH perceived the
evaluation as
disrespectful. This is
an attempt to gain
back control of the
behavior of WHO,
UGM, and UiO as the
supporting team

Involving UGM,
carrying an evaluation
towards the training of
trainers mainly led by
MoH to provide
evidence to support
their proposal

Using evaluation as
it’s objective and
measurable to
represent
performance

Analysis. This breakdown can be explained using the competing logics frame inTable 6.
WHO employed “accountability logic” that relies on monitoring and evaluation prin-
ciples. In this case, this translates as follows: skillful field staff (output) means quality
training (process) delivered by quality trainers (input) organized in a quality manner
(input) [27]. Although WHO approach to evidence-based policy is a common practice,
it clashes with public sector logic where hierarchy and rapport are considered higher pri-
ority. MoH perceived this as a double crossing to MoH as the governor, when according
to MoH WHO should support MoH.

In addition to the competency of the field staff, MoH finds the training as a valuable
opportunity for the ministry in following ways. One, to obtain trust from the districts
and provinces. During the roll out, we observed some hesitation from several districts
to implement the system due to past history of pilotitis, introducing a new system or
technology and then failing to maintain it. This left the districts having to deal with the
system themselves without support from the ministry. It was critical for the ministry to
get all the involved provinces and districts to be on board with this mission. A way to
do that is by showing the provinces and districts that MoH is in control of the project,
application. This can be achieved by showing that MoH is competent enough to run the
training without major involvement from WHO or universities.
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Second, this performance will also affect the portfolio of the MoH managers when
it is time for promotion. Lastly, MoH viewed the backstage evaluation conducted by
WHO as disrespect to MoH as the host of this project.

This vignette highlights the conflict betweenWHO’s data logic andMoH’s hierarchy
logic. WHO used their logic of evaluation which was essentially to remove the Ministry
from the leading position. This openly criticizing behavior was badly received by MoH.
MoH employs public sector logic in which relationships are prioritized over data. This
includes managing relationships, avoiding conflict, not openly criticizing. Public sector
relationships are governed by rank, mentoring, age vs supremacy of data.

4.3 Vignette 3: The Introduction of Online Course

This third vignette highlights the rivalry between the logic of onsite training from the
ministry and the logic of an online course from the international organization and univer-
sities. All the stakeholders were enthusiastic with the idea of using an online course for
project expansion. The online course was planned to be a part of the capacity building
framework, complementary to the training plan described in vignette 2. The rationalewas
the online course could save the project a significant amount of resources (money, time,
and human resources). The idea started in August 2017 when the core team attended the
annual conference where an online course was presented as a supplement to the imple-
mentation package. The team was supposed to localize and launch the online course so
field staff are able to learn at their own pace independently [28].

“If we want to massively expand, the online course can save time and money. MoH
develops the regulations from the top, we train with this course in the middle, and
the field staff implement, simultaneously.” - WHO

The implementation faced several challenges. Firstly, one by one stakeholders
dropped out from the development. MoH referred to the course as “UGM’s” project,
showing that they do not feel the ownership of the online course. WHO withdrew
themselves from the online course development for a similar reason.

“Everyone thinks this is UiO and UGM’s idea when we were the one who proposed
in the report. They did not include us, maybe it’s about money for a research
project?” - WHO

When the online course was ready to launch in August 2018, only UGM actively
worked on the course. The timing was at the same time as MoH was about to conduct
onsite training to 50 districts. Although they bought in the idea of developing an online
course as part of the expansion plan, the onsite training budget was not changed at all.
MoH remained having the budget for onsite training to 50 districts that had to be spent
for the exact activity.

“How would I endorse the field staff to use the online course if the data in the
application is still messy, or when we use the app and our data is wrong? That is
disappointing” - MoH
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However, UiO requestedMoH for the online course to be used as a means for project
expansion. As the core team went once again to the field for expansion, approximately
1–2 h were allocated for either UGM or UiO to introduce the online course to each new
district. In these one or two hours, the field staff usually managed to at least sign up to
the online course and learn to navigate the online course. However, as this online course
is self-paced, these staff who signed up were not followed up and the completion rate
was very low [28]. The online course did not meet the development objectives and as
no system was put in place to ensure the maintenance of the online course, the online
course was neglected until UGM and UiO stopped the maintenance in December 2019.

Table 7. Analysis of vignette 3

Local public sector
hierarchy logic

How hierarchy logic
organizes MoH
behavior in the field

Accountability logic How accountability
logic organizes WHO
behavior in the field

Vignette 3: The introduction of online course

Valuing hierarchy and
collaboration
especially with
international
stakeholders

Accepting an
invitation to innovate
for the country’s
benefit, regardless of
the operational and
management of the
innovation at the later
stage. The project can
be delegated to lower
level staff

Highly valuing
innovation, resource
efficiency, and project
performance

Proposing the
adoption of the online
course in the
expansion plan

Among the KPIs,
budget expense rate is
one of the most
important. Capacity
building activities
within the expansion
plan have been
budgeted as onsite
training

Onsite training must
be completed for the
budget to be spent,
although an online
course has been
developed

Procedures to manage
risk related to failure
to fully implement the
planned improvement
agenda

WHO realized that in
order to successfully
implement an online
course, a more
fundamental
institutional change
must take place.
However, the online
course was ready for
launch, therefore the
online course was
endorsed to be
introduced during the
onsite training

Analysis. The non adoption of the online course can be explained using the logics frame
in Table 7. Introducing an online course within a capacity building institution presents
an interaction between logics of online course and onsite training. Online courses rely
on the learners as the active pursuant of the knowledge [29] while onsite training are
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traditionally instructor-led [30]. The logic of an online course is contested with the prac-
tice of onsite training established within the public sector logic. Onsite training is not
about travel but it has representation of it being a social event [31] as well as space for
career and financial progression (e.g. per diem[14]). Indonesia is a vast country with a
lot of countries and islands of which is not easy to travel around. However, this pro-
vides the opportunity to network, to explore. The meeting is part of the institutionalized
networking, mentorship and entertainment. There are businesses other than learning the
skills and knowledge the training is delivering. The logic of onsite training is resistant
to change.

When the core team agreed to innovate the capacity building model with an online
course, they were all employing the onsite training logic. The assumption was that
the online course would help the country train more people with less resources (time,
human power, andmoney). The realization that there are changes within the fundamental
institutional elements to implement this initiative successfully came laterwhen the online
course was in the development and implementation stage.

5 Conclusion

Interagency logics are relatively unexplored in the literature and are recognised as
involved in significant failure of ICT4Dprojects. To date all of the literature has indicated
that partnerships are significantly important but failure is commonplace, this paper con-
tributes novel insight into institutional logics derived explanations for partnership failure
between donors, international organizations and public sector implementers which are
very important pieces for solving the jigsaw puzzle. This in depth longitudinal study
initiates the exploration of the reality of partners working together. It builds on prior
work [5] by adding novel forms of partnership and logics contributing to the failure of
the partnership. The logics examined in this paper were limited to those of the ministry
and international organization as they are pivotal in this partnership. Other logics visible
on the practices of the other groups (foreign and national university), are outside the
scope of this paper and can be addressed in future. Future work will continue to refine
this conceptualisation.
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Abstract. The ICT4D community, and the IFIP Working Group 9.4, is bound by
a shared interest in social emancipation through digital technologies. The Sus-
tainable Development Goals (SDG) are often evoked to highlight the many social,
economic, and environmental arenas where we are active. However, a perspective
centring on queer issues is notably absent from our various mission statements.
In this paper, I present a research agenda for queer issues in ICT4D to address
this absence. I examine the literature that presents such a perspective in informa-
tion systems and ICT4D, exploring the challenges that the invisibility of queer
issues leads to. For LGBTQ+ people, this absence causes barriers and hesitancy
in engaging with public services, and worse, the perpetuation and amplification of
systematic discrimination. As researchers, developers, and practitioners, we can
and should adopt a more inclusive approach, building on past experiences with
ICT to address the plights of marginalized groups.

Keywords: LGBTQ+ · Transgender · Queer · Information systems · ICT4D ·
Queering scholarship

1 Introduction

1.1 Overview

In this paper, I propose a research agenda to introduce a queer, trans-feminist, inter-
sectional perspective in ICT4D research and practice. I aim to highlight the gaps in
literature, discuss the issues that these gaps are having on a vulnerable population, and
present a research agenda that the ICT4D community can use to approach these topics.
I introduce some of the issues that emerge as information systems and ICT4D inter-
ventions continue to impact on the lives of LGBTQ+ populations, leading to challenges
in accessing vital services, healthcare, housing, social protection and employment. I
describe research streams conducted in related fields of technology, data-systems and
data justice, and use these to highlight possible avenues to begin exploring this topic in
ICT4D research. Finally, based on this I present a research agenda for queer information
systems research within ICT4D.
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What We Talk About When We Talk About LGBTQ+ People. There are certain
challenges that arise when attempting to define communities that do not conform to
socially-constructed norms of sexual orientation and/or gender identity and expression.
There is no unequivocally agreed-upon term to describe such communities in a way
that is sufficiently inclusive whilst recognising and respecting that western terms such
as LGBTQ+ may not be universally accepted. The Fa’afafine people of Samoa do not
have the same experiences as the Hijra populations in India, or the Two-spirit people of
native America, or people across the Global North and beyond who identify as trans-
gender men or transgender women. The communities of self-identified non-homosexual
men who have sex with men (MSM) have different experiences than gay men. Like-
wise, intersex people have distinct experiences, separate from the experience of other
LGBTQ+ communities. While many people within these communities do not identify
with LGBTQ+, there are shared experiences across all these communities that are con-
nected to cisnormativity and heteronormativity. Judith Butler shows us that language
influences society, literature and philosophy since “its dimensions of dynamism enable
humans to establish themselves as gendered subjects” [1]. Therefore, in presenting this
paper, I spent significant time considering the use of language, and how to refer to a
broad, diverse, globally-distributed population. To this effect, I have chosen the term
“sexual orientation, gender identity and expression” (SOGIE) as a broad term to refer
to the source of the violence and discrimination experienced by these communities, and
“lesbian, gay, bisexual, transgender, queer, other” (LGBTQ+) as the broad term to refer
to members of these communities. LGBTQ+ here includes populations such as the Hijra
in India, men who have sex with men (MSM), Fa’afafine in Samoa, Two-spirit people
in native American culture, and all other groups who do not identify with identities
that in western countries are referred to as cisgender and/or heterosexual. While there
are drawbacks to using such a term, not least that LGBTQ+ is a term originating from
the global North and many communities do not identify as LGBTQ+, I have chosen
this acronym because it is widely recognised in the research community and is broadly
inclusive with the intent to highlight the issues that affect many of the people in these
diverse, globally-distributed communities.

Terminology. In this paper, there are several terms that are commonly used within the
LGBTQ+ community. For readers unfamiliar with these terms, Table 1 describes how
I use these terms. While the issues raised are often broadly applicable to all members
of the LGBTQ+ communities, at times throughout this paper, specific communities are
highlighted to illuminate individual cases where issues are felt most acutely.

The Intersectional Lens. Intersectionality is a tool for analysing how our complex
identities and group memberships overlap to form our whole selves. The term was
coined by Kimberlé Crenshaw in 1990 [4], when she found that women of colour had
fewer opportunities because of the combined disadvantages of their gender identity and
race. Everyone has multiple identities, be it their race, gender identity, poverty-status,
sexual orientation or another identity, and each identity has a positive or negative impact
on the person’s experiences and opportunities in life. An intersectional lens allows the
researcher to analyse each identity individually, and helps us to see how the combined
effects of these identities interlock. The lens can help when discussing the diversity,
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Table 1. Definitions of key terms used within the LGBTQ+ community

Cisgender A person who is not transgender. A person who
identifies with the gender assigned to them at birth

Cisnormative The assumption that all human beings are cisgender

Intersectional (research perspective) A research perspective that takes into account how
people’s social identities can overlap, creating different
modes of discrimination and privilege [2]

LGBTQ+ Lesbian, Gay, Bisexual, Transgender, Queer, and others
- Broad umbrella term used to describe a large
population of people. The plus symbol is intended to be
more inclusive, denotes people who are not
heterosexual or cisgender but who do not identify as
one of the labels of LGBTQ. For example, asexual or
pansexual. As discussed earlier, the acronym LGBTQ+
is used in this paper to refers to Hijra, Two-spirited
people, Fa’afafine, MSM and other communities who
are not heterosexual and/or cisgender

Non-binary people People assigned either male or female at birth who do
not identify with either male or female

Queer (identity) A term that was formerly considered a slur. It has been
reclaimed and refers now to a way of living in which
people consciously challenge cisgender heterosexual
norms

Queer (research perspective) A term that has broadly been associated with the study
and theorisation of gender and sexual practices that
exist outside of heterosexuality, and which challenge
the notion that heterosexuality and cisgender is
“normal”. Queer theorists are often critical of
essentialist views of sexuality and gender. Instead, they
view these as socially constructed

SOGIE Sexual orientation, gender identity and expression

Trans-feminist (research perspective) This is a perspective that emerged from queer theory. It
critiques queer theory and feminist theory for its focus
on sexuality and lack of representation of transgender
identities

Transgender An umbrella term used to describe people whose
gender identity or expression does not conform to that
typically associated with the sex they were born as or
assigned to at birth [3]

Transgender men People assigned female at birth who identify as male

Transgender women People assigned male at birth who identify as female
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equality and inclusion within a group, and to build an equitable space where everyone
has equal opportunities. Here, the intersectional lens is used to consider how LGBTQ+
identities interlock with other identities such as race, poverty-status and social status
to create layers of oppression that lead to inequities. Within ICT4D, identities can be
additionally complex as LGBTQ+ people have roles in technology development [5],
international aid [6], and direct and indirect users of technology [7–9], often bringing
people from different contexts together, across geographical and cultural borders.

Queering Scholarship. The “queering” of scholarship is a process of adjusting research
methodologies to make queer identities visible. This approach, emerging from queer
theory and feminist theory, seeks to subvert the taken-for-granted assumptions in society
that invisibilise people with queer identities [10]. It assumes that sex, sexuality and
gender identity are fluid, and it questions the societal assumptions that are based on
stable, cisgender, heterosexual identities [11]. This fluidity of sex, sexuality and gender
identity has implications for research, indicating that there is a greater degree of diversity
than understood in the past. With this research agenda, I present how this understanding
of gender identity, sex and sexuality can guide ICT4D research to reveal insights that,
until now, have been rendered invisible.

1.2 SDGs and LGBTQ+ Communities

The Sustainable Development Goals (SDGs) are a major benchmark for development
organisations and a framework often referred to in ICT4D literature. Their core mission
is to “leave no-one behind”. However, seven areas within the SDGs have been identi-
fied where the lack of explicit inclusion of LGBTQ+ people risk their exclusion from
development projects. These seven areas are (1) poverty, (2) health, (3) education, (4)
gender equality and women’s empowerment, (5) economic growth and opportunity, (6)
safe resilient sustainable cities and human settlements and (7) justice and accountability
[12].

With regards to the poverty-related SDGs (SDG1 and SDG3), same-sex families are
more likely to be poor than heterosexual families, and social protections are created
around the heterosexual family structure, often excluding people who have different
sexual orientations or gender expressions [13]. Within healthcare, there is a need to raise
awareness about the health rights of people who are not cisgender or not heterosexual,
beyond the scope of HIV-programmes and men who have sex with men [14]. There is
a need for greater inclusion of LGBTQ+ relationships in sex education programmes,
highlighting absences and active avoidance of these topics [12]. The gender-equality
issues raised by SDG5 treat gender through the lens of cisnormativity and heteronor-
mativity, and this should be broadened to incorporate transgender people in gender
equality discourse [15]. Vandeskog et al. [16] have further critiqued the SDG5 for its
failure to define gender, and for conflating the concept of gender with the term “wom-
an”. To promote economic growth and opportunities for LGBTQ+ people, and to ensure
safe access to accommodation, the SDGs should be expanded to promote workplace
anti-discrimination laws for people who are not heterosexual and people who are not
cisgender. This promotes stability and reduces the risk of poverty [12, 17, 18]. By pro-
moting the abolition of discriminatory laws that actively cause emotional, physical and
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economic harm to LGBTQ+ people, development organisations following the SDGs
will be proactively helping LGBTQ+ people build better, safer and more dignified lives
[12].

1.3 ICT4D and LGBTQ+ Communities: The Queer Divide

The ICT4D field aims to protect vulnerable people. Since early ICT4D studies in the
1980s, the field has been motivated by the interest in “developing countries”, and since
2001 the field has been increasingly concerned with the ethical motivations of engaging
ICTs for socio-economic development [19, 20]. The SDGs, and the SDG agenda, have
been used as benchmarks for many studies in the field. The lack of reference to LGBTQ+
communities in the SDGs should be cause for concern, as the SDGs are a major bench-
mark motivating research in ICT4D [21], and risks the “leaving behind” of a substantial
population. If ICT4D is to understand the adoption, use and subsequent impact of ICTs
in developing societies [22], the field needs a more thorough understanding of the vul-
nerable communities it engages, and an assessment of vulnerability that transcends the
binaristic focus that the field has adopted so far.

Raftree [5] discusses how, within the global South, there is an emergence of the
“queer divide”, where a divide appears to be emerging between LGBTQ+ people and
people who are both cisgender and heterosexual. She suggests that this is as a result of
people being forced to disengage from “normal” society so as to lead their authentic
lives in safety.

Van Zyl and McLean [9] take a queer-feminist perspective in ICT4D, raising con-
cerns about the impact of contact tracing on the privacy of LGBTQ+ communities,
recommending that further research be conducted in ICT4D using “a critical intersec-
tional feminist approach which account for the lived experiences of the most vulnerable,
while critically considering the concentration of power over access to personal data”.

If ICT4D really is to “leave no one behind” it needs, in the first place, to deal with
the binary and, arguably cisnormative assumptions that underpin its literature. Such
assumptions are found even in the most recent landscape papers of the field: Walsham
[20] poses the question of gender in terms of the advantages ICTs can bring for women.
This binaristic understanding of the problem unfortunately silences queer perspectives,
confining the analysis of socio-economic development advantages to traditional and
crystallised gender roles. While recent works [9] and calls for papers [23] take such
perspectives as the center of their attention, ICT4D lexicon still tends to be framed
in binary terms that preclude the discussions made in this paper from happening, and
LGBTQ+ communities to have a voice in the global agenda on “leaving no one behind”.

While there has been little discussion of LGBTQ+ issues in peer-reviewed ICT4D
academic discourse, these issues have been discussed in other outlets. In 2015, the Tech-
nology Salon in New York held a conference on ICTs and LGBTQ+ rights to discuss
the challenges and possibilities. Central to this discussion was the role of the Internet
and mobile devices for building communities, and the concerns of surveillance and pri-
vacy that this increased connectedness creates. When LGBTQ+ issues are discussed in
ICT4D, the focus tends to be on LGBQ people, omitting transgender and intersex peo-
ple. Concerns were also raised at the conference by LGBTQ+ practitioners who gave
a voice to the LGBTQ+ communities. This decision lead to them “outing” themselves,
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which they discovered was a trade-off that compromised the opportunities they had in
their future careers. Therefore, there exists a paradox in ICT4Dwhereby LGBTQ+ prac-
titioners are crucial to the ICT4D field to identify the issues, while at the same time their
LGBTQ+ identities place them as personal risk, sometimes with grave consequences,
due to the cultural and legal contexts of many countries where ICT4Dwork is conducted
[5].

2 Motivation for Including Queer Issues in ICT4D

I have discussed the absence of a queer-feminist perspective in peer-reviewed ICT4D
outlets. I now introduce my motivations in presenting a new research agenda to include
queer issues in ICT4D. The section opens with an outline of discriminations experienced
by LGBTQ+ communities, and how information systems influence this discrimination.

2.1 Discrimination of LGBTQ+ Populations

LGBTQ+ people account for a large percentage of the world’s population, and a recent
survey in the US indicates that the number of people identifying as LGBTQ+ is growing.
The study revealed that 9.1% of those born between 1981 and 1996 identify as LGBTQ+,
with the number increasing to 15.9% for those born between 1997 and 2002 [24].

Despite the growing number of LGBTQ+ -identifying people, these populations
continue to experience discrimination, with high levels of social, legal, political and
employment hostility, violent assault and healthcare discrimination [25]. This is a global
problem, affecting people in the Global North and the Global South.

In the US, 41% of transgender people experience discrimination related to healthcare
[26], with similar discrimination documented in Brazil [27]. In Indonesia, transgender
populations experience rejection, misidentification, harassment, correction and bureau-
cratic discrimination [28]. In 2021, two transgender women in Cameroon were arrested
and sentenced to five years in prison for “public indecency” simply for visiting a restau-
rant [29]. In India, transgender people are deemed “deviants” and are subject to victim-
isation and discrimination that manifests in name-calling, exclusion, rejection, outright
harassment, and violence. This leads to physical and mental distress [30]. Despite Ire-
land’s progressive LGBTQ+ rights, transgender discrimination leads a huge percentage
(78%) of the transgender population considering suicide [31]. Despite the systematic
discrimination of many transgender people [32], Shon Faye notes that the public debate
on these issues has remained shallow, distracting from the core concerns experienced by
LGBTQ+ people:

As trans people face a broken healthcare system – which in turn leaves them
with a desperate lack of support both with their gender and the mental health
impacts of the all-too-commonly associated problems of family rejection, bullying,
homelessness and unemployment – trans people with any kind of platform or
access have tried to focus media reporting on these issues, to no avail. Instead, we
are invited on television to debate whether trans people should be allowed to use
public toilets. [33]
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2.2 Information Systems and LGBTQ+ Populations

Information systems risk the perpetuation of transgender discrimination and create chal-
lenges for LGBTQ+ communities. I have identified three sources where these challenges
emerge from:

(1) Digital Representation: the data models used to represent people,
(2) Data-processing Systems: the technical systems used to collect, update, aggregate

and analyse data,
(3) Visibility: the impact of the inclusion of LGBTQ people in the data-sets.

One of the lenses used in the literature to examine our topic is that of data justice.
Data justice is defined as “fairness in the way people are made visible, represented and
treated as a result of their production of digital data” [34]. Taylor [34] argues that, for
establishing the rule of law, a world in which people are datafied – meaning, converted
into digital data – requires a concept of “data justice” beyond ordinary justice [35]. Data
injustice can occur, as illustrated below, in ways that result in LGBTQ+ discrimination.

Digital Representation: DataModels Used to Represent People. Data is not just a set
of facts for satisfying curiosity; it is the fundamental basis for decision making in mod-
ern organizations. The way data is represented has long been known to have impact on
inclusion and exclusion [36]. Rendering gender non-conforming people illegible, thus
invisible, and finally non-existent in data systems undermines their representation in
data-driven processes. Johnson [8] noted that “as data-driven decisions become increas-
ingly the norm, attention to values, building for pluralist rather than unitary purposes,
and inclusivity in the design process will become critical elements of information sys-
tems design”. Milan et al. [37] similarly note how data injustice can result by omitting
non-legible people from the provisions resulting from relevant systems, such as social
protection and humanitarian aid.

The approach to representing gender within an information system can have serious
implications for individual civil rights protection for people whose reality is shaped by
the socio-technical systems that “manage and create what [transgender people] will be
understood to deserve” [38]. This representation of gender as a binary is not just an issue
of self-actualisation. It has practical consequences related to justice and access to ser-
vices, with ramifications for the access of transgender people to healthcare services such
as HIV testing [39]. Despite the pressing need to resolve these issues, the design of infor-
mation systems has proved to be inadequate for dealing with gender-variance. Despite
the social changes taking place inmany countries, “information technology systems […]
remain inflexible for the purposes of recording multifactor gender information” [40].

The representation of gender and gender-diversity in an information system leads
to several other manifestations of discrimination or ignorance. A study by Kirkland
[38] reviewing complaints to healthcare providers highlighted how complaints that had
arisen from transgender discrimination were miscategorised and silenced. Public health
advertisements based on traditional gender representations create barriers for transgen-
dermen for cervical cancer screening [41] and breast-cancer screening [42]. These issues
of binary gender representation are difficult to resolve. Even the most progressive infor-
mation system designers are bound to the wider institutions of gender representation. In
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2014, Facebook expanded its list of gender representation to 52. However, it received
harsh criticism when it was discovered that they were aggregating this data to a binary
representation in order to remain interoperable with marketing platforms [43].

Data-Processing Systems: Technical Systems Used to Collect, Update, Aggregate
and Analyse Data. The design of a data-processing system impacts on LGBTQ+ peo-
ple. Information systems are sites for political contestation and should be viewed as
important loci for efforts to promote social justice. The technical systems embody politi-
cal values andhave the potential to be significant contributors to social injustices affecting
groups of LGBTQ+ people [8]. For example, restricting the ease with which a gender-
field can be updated in an information system leads to many barriers for the ability
of transgender people to exist in public spaces and access vital services. In one recent
example from 2020, the mismatches between identification documentation and personal
gender presentation meant that 5 million transgender people in India could not access
the funds and food rations made available as a response to the pandemic lockdown [44].

ICTs and digital identities impact on the ability of an LGBTQ+ person to access
employment. Mismatches between gender presentation and digital identities create bar-
riers to employment. In a case from Vietnam, a transgender person reported that they
experienced discrimination when applying for employment. The gender indicated on
their identity documents did not match with their gender presentation, and it was not
possible to update the identity documents. As a result, the person could not access
employment [45]. This reflects Heeks and Renken’s [46] notion of structural data injus-
tice, reflecting how structural injustices present in society tend to be crystallised and
reflected in a datafied world.

The increased reliance of ICTs on facial recognition algorithms leads to issues for
transgender and non-binary people, such as classification of images and their potential to
reinforce binary gender structures. A recent study showed that a commonly used gender
recognition algorithm was unable to correctly label non-binary people [47].

Visibility - Impact of the Inclusion of LGBTQ+ People in Data-Sets. SOGIE-related
violence affects people’s ability to access employment [45], healthcare [39] and other
vital services [44]. As noted by Milan et al. [37], there is a strong thread of continuity
between invisibilisation of people and data injustices perpetrated on them [48, 49].
LGBTQ+ people must be visible in national statistics so that governments can include
them in planning decision for healthcare and public services. However, in most countries
in the world, it is unsafe for an individual to be identifiable as being LGBTQ+. This leads
to a paradox, whereby the population must be both visible for national statistics and
invisible for the safety of the individual and the population. If population-based surveys
do not include items that identify LGBTQ+ people, this limits public health surveillance
and the ability to provide healthcare services [50].

If an information system exposes a person as being a member of the LGBTQ+
community, this can lead to discrimination and harassment. For example, within the
healthcare domain, there is amove to include gender identity in electronic health records.
However, many transgender and gender non-conforming people do not feel safe with this
as they are concerned that it will lead to discrimination and harassment at the point of
care, or if the information is shared or the data exposed [51]. There are concerns in other
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areas, such as digital identity systems, where the status of a person’s gender identity or
sexual orientation can become exposed and lead to issues in employment, education or
other services. While the increased visibility can lead to greater public awareness about
the existence of LGBTQ+ populations, there are examples of how this visibility fuels a
backlash and increased political opposition [33].

3 Approaches Being Explored in Related Fields

I have outlined key terminology, presented an overview of the sources of discrimination,
and discussed how these issues relate to ICT4D. I now present some promising research
being conducted in related fields that explore potential approaches for addressing some
of the issues raised.

3.1 LGBTQ+ Inclusion in the SDGs

In theMills [12] report described earlier, the SDGswere critiqued for their lack of explicit
inclusion of LGBTQ+ people. She makes several recommendations for how interna-
tional development actors can develop a more inclusive understanding of the SDGs and
implement them in a way that is more inclusive. She recommends that actors involve
members of the LGBTQ+ communities when developing programmes, and that they
should explicitly include LGBTQ+ communities in all programmes. Awareness should
be raised among delivery partners and staff of the need to include LGBTQ+ communities
to maintain the “leave no one behind” promise. When reporting on outcomes, report on
SOGIE-related success stories and link the successes to the SDGs. International actors
should use their influence to lobby for greater inclusion of LGBTQ+ communities in
international development frameworks [12]. Vandeskog et al. [16] caution against the
limited use of the term “gender” in the SDG agenda, arguing that the concept of gender
is too often conflated with “woman”. They recommend a broader understanding of the
term when applying the SDG framework.

3.2 Embodiment of Prejudice in Information Systems

Queer bodies have traditionally been sites of both regulation and resistance in infor-
mation systems. By adopting the use of queer theory, we can explore embodiment and
affect beyond physical practices, pointing research practices to become better attuned
to embodied and affective power dynamics. It allows researchers to “draw connections
betweenbodies and feelings that necessarily factor into any information interaction” [52].
Studies in human-computer interaction are exploring how prejudices become embod-
ied within systems. The inscription of LGBTQ+ prejudice within information systems
often occurs unintentionally through a lack of awareness rather than through malicious
intent. Despite the lack of an intent, this embodiment of prejudice leads to many chal-
lenges for LGBTQ+ people, perpetuating oppressions for many years and amplifying
existing inequalities, reinforcing stereotypes and exposing vulnerable populations to
discrimination [53].



542 K. Wyers

3.3 Participatory Design

Several studies are exploring the role that queer, transgender and other LGBTQ+ com-
munities can play in the design of ICTs. Haimson et al. [7] conducted studies to assess the
effect of involving transgender people in the design process for ICTs. The study found
that a number of novel solutions emerged during the design process, and concluded that
there was a need for a community-based intersectional approach when developing tech-
nologies that affect transgender people. A recent study by Brulé and Spiel [54] explored
how children with queer and disabled identities can be involved in the participatory
design process. They find that participatory design allows participants to explore roles
and identities and leads to solutions that bettermeet their needs. They also bring insight to
the challenges for LGBTQ+ people who are conducting research. LGBTQ+ researchers
are under heightened scrutiny when conducting research, and they are under pressure to
reflect on their own convictions and how this could impact the participatory approach.
Cisgender heterosexual people are not expected to reflect on their beliefs about gender
identity or sexual orientation. This is despite the fact that cisgender heterosexual people
also bring their individual normative identities and this can impact on the participatory
process, such as assuming a participant is heterosexual and cisgender [54].

3.4 Algorithmic Bias

Algorithmic bias, a form of data injustice perpetrated by computer systems that create
unfair outcomes, emerges across the studies reviewed here. In a study of transgender
people in the UK who sought to correct the gender on their ID cards, Hicks [55] found
explicit attempts to make it impossible to conduct such an operation through the UK
government’s computer systems. Beyond instances of transphobic algorithmic bias, the
paper looks at people’s resistance against them, resulting in the exposure and rediscussion
of the system in point. By inscribing users into categories and targeting specific ones,
algorithmic bias generates situations of systemic injustice for the affected people [56].

In their study of gender classification in commercial facial analysis and image
labelling services, Scheuerman et al. [47] unpack algorithmic biases implicit in auto-
mated gender recognition. In studying how gender is encoded into such services, they
find systemic worse performance on recognition of transgender individuals and univer-
sal inability to recognise non-binary genders. Their problematisation pertains to both
classifiers and data standards: classification, they find, is systemically predetermined on
binary terms, resulting into inability of systems to conceive non-traditional gender roles
and account for them through data. This results again in the perpetuation of bias, with
significant impacts on the lives of the affected individuals.

Spiel et al. [57] introduce a non-binary perspective in the field of human-computer
interaction (HCI). Through the narration of “stylised slice-of-life” reports, they narrate
encounters with technology that, ranging from software for university application to face
recognition systems, can be marginalising and, to the extreme, violent and risky to non-
binary people. Narrated instantiations span the fields of lived life (from visiting a shop to
crossing an international border) to encounters occurred as non-binary researchers in the
academic space. Proposing to “patch the gender bugs” of the HCI field, Spiel et al. [57]
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illustrate how elements of contextualised technology, common to ICT4D, can represent
risks for non-binary people that HCI research needs to tackle.

Relatedly, DeVito et al. [58] discuss routes to support LGBTQ+ researchers and
research across different disciplines. Their work starts from the point that many disci-
plines, similarly to ICT4D, do not clearly tackle or give sufficient space to perspectives
beyond the binary and cisnormative. They note how, differently from that, Queer HCI
is becoming a substantial part of the broader field, and devise routes for other fields to
openly embrace LGBTQ+ perspectives. In doing so, they focus on the creation of a Spe-
cial Interest Group (SIG) in the core HCI conference, a proposal that other communities,
including the ICT4D one, have the elements and ability to undertake.

3.5 Designing for Marginalised Populations

While illuminating the forms of data injustice detailed above, research also shows how
technology can be designed for inclusive and, particularly, intersectional purposes, tack-
ling diverse forms of oppression. This idea is reflected in Costanza-Chock’s [59] notion
of design justice, which conceives technology design as built towards collective libera-
tion of oppressed community. Advocated, in Costanza-Chock’s book “design justice”,
is a form of justice where design is oriented to challenging intersectional sources of
domination.

One operationalisation of the notion of design justice is found in the work of Erete
et al. [60]. Looking at established research on participatory design, they note how
marginalised groups have historically not been taken into specific account in design
processes. To explicitly engage communities at the margins, they propose a reflection
on design for underserved communities, illustrating ways in which technology – rather
than just producing injustice – can increase people’s ability to challenge such sources of
oppression. Resonating with these ideas, Rohm and Martins [61] devise routes through
which technology can be adapted to voice LGBTQ+ communities during the COVID-19
pandemic.

3.6 Health Information Use Within LGBTQ+ Communities

Wagner et al. [53] explores the approaches to data use that transgender communities
take. The study seeks to highlight the need for healthcare providers to work more closely
with transgender people when designing information systems. These communities have
data practices that have emerged from decades of oppression and persecution; practices
that maintain privacy and anonymity and seek to protect members of the community.
The study concluded that closer engagement with transgender people will lead health
information system designers to create more inclusive systems that better serve the
population.

3.7 Representation of Gender Variance in Digital Identities

In recent years, researchers have come to understand both gender and sex as a contin-
uum rather than binary states of “male” and “female”. While the concept of a gender
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continuum is not new, it has been increasingly normalized over the past decade [62].
This shift towards a pluralist understanding of gender creates challenges for information
systems designers, where gender has traditionally been represented as a binary. The
gender binary system is a social construct, created to classify the gender and sex con-
tinua [63]. This classification leads to inaccuracies in the way individuals are classified
and, therefore, represented. ‘There may not be gender categories available to adequately
record the individual’s [gender identity], and there are often no […] fields available to
record gender information other than [gender identity]’ [40].

4 Queering ICT4D Scholarship: What Does It Look like?

I propose the introduction of a critical, queer, trans-feminist, intersectional perspec-
tive into ICT4D and IS research. This perspective will have an impact on several key
areas. The trans-feminist, queer perspective highlights new issues experienced by a
marginalised group who are exposed to discrimination through the design and use of
information systems. Introducing this perspective into the ICT4D discourse would serve
to highlight the unique needs that these communities have, and how design decisions
impact on their ability to lead lives with dignity.

4.1 Serving LGBTQ+ Populations

By studying ICTs using a critical, queer, trans-feminist, intersectional perspective, the
research efforts highlight new issues experienced by a large population who have been
historically silenced. The perspective highlights the pitfalls that are experienced by
neglecting these issues; pitfalls whereby large populations are under-served with health-
care services and are exposed to discrimination. Using this lens, we can become more
aware of the issues that exist. We can find solutions that lead to a reduction in the dis-
crimination of this vulnerable population. This lens highlights unique socio-technical
issues, exposing complex challenges and requiring novel approaches to the ethical and
data-representation challenges faced by LGBTQ+ populations in ICT4D.

4.2 Serving Other Marginalised Populations

While many of the issues raised in this paper relate directly to the experiences of trans-
gender and other LGBTQ+ communities, the challenges can also be broadly understood
as issues related to serving other vulnerable, marginalised communities such as reli-
gious minorities and ethnic minorities. Many of the privacy and ethical issues experi-
enced by LGBTQ+ people in relation to information systems are also experienced by
other minorities. Groups such as ethnic minorities and religious minorities experience
ongoing oppressions because of several of the challenges raised here. Using a queer,
trans-feminist, intersectional perspective on research not only highlights issues experi-
enced by queer populations. It also highlights issues experienced by other populations
and has the potential to unearth novel solutions that are broadly applicable to other
vulnerable populations.
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4.3 Richer Understanding of Data

A queer, trans-feminist, intersectional perspective looks for the data that is absent as
well as the data that is present. As Catherine Lord said of the analysis of historical
records to identify LGBTQ+ people: ‘we find our archive between the lines’ [64]. The
perspective assumes that LGBTQ+ people exist now and have existed in the past. By
analysing historical data using this perspective, we can look for the people who we
know existed, but who have been invisibilised through limitations in the design of data-
collection systems, or through unintentional or malicious exclusion. By recognising
queerness in historical data, these datasets can give richer insight into statistics, including
healthcare analytics. For example, by recognising a patient as having been transgender,
their diagnosis, treatment, healthcare service experience and health outcome can be
better understood. This gives invaluable knowledge that can be used for treatment plans
for other transgender patients.

5 Queer Issues in ICT4D: A Research Agenda

Despite the promise of the SDGs to “leave no one behind” [12], there is evidence to
suggest that this promise is not being met for all populations on account of the absence
of its reference to LGBTQ+ people and the impact this absence has. The field of ICT4D
research is motivated by engagement with human socio-economic needs and should
therefore be proactive in addressing the issues raised. The SDGs are a list of targets to
achieve by 2030. The ICT4D field should not wait until the SDG time-period ends before
it begins to address these issues. They are impacting people now, and the research should
be conducted to determine how LGBTQ+ issues can be addressed within the field of
ICT4D [16].

The research agenda outlined below proposes seven streams of research that ICT4D
researchers can engage with to begin addressing these issues. It builds on the work taking
place in related fields of research. It is informed by the SDG recommendations made
by Mills [12], Matthyse [15] and Vandeskog et al. [16], encouraging ICT4D researchers
and system designers to create strategies that are more inclusive of LGBTQ+ people,
encouraging more research related to the unique needs of LGBTQ+ people and to tackle
the experiences of populations who are being excluded based on SOGIE. While there
are many areas of research that can and should be explored through a critical, queer,
trans-feminist, intersectional lens, I proposed the following seven streams of research to
begin exploring queer approaches to research in the field of ICT4D.

Stream 1 is concerned with the processes whereby prejudice manifests within ICT
system design. Stream 2 explores the ethical and moral obligations that ICT developers
have to limit the harm their systems cause to LGBTQ+ people. Stream 3 aims to ensure
that queer voices are heard during ICT development. Stream 4 is concerned with how
inequities created by ICTs affect LGBTQ+ people’s sense of self. Stream 5 seeks to
expand ICT development to be inclusive by design, and explores how this can be be
achieved. Stream 6 aims to safely raise visibility of LGBTQ+ people. Stream 7 seeks to
ensure that LGBTQ+ people working in ICT4D are safe from violence when carrying
out their work.
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Stream 1: How LGBTQ+ Prejudices Become Embodied Within Systems

While many healthcare providers are not intentionally trans-exclusionary, the
design of healthcare information systems rely on cis-normative values, thus
excluding many [transgender and non-binary people] from accessing healthcare
in comfortable and safe ways [53].

This area of research explores how LGBTQ+ prejudice becomes embodied within
information systems. It investigates how cisnormativity and heteronormativity become
established and maintained, and how these normativities influence the design decisions
that are taken. It seeks to find approaches to information system design that limit the
risk of embodiment of transgender prejudice and LGBTQ+ prejudice.

Stream 2: The Role of Information System Designers in Fighting Discrimination
in the Global South

Whatever our role, we are designers of information. Our choices alter the presen-
tation and flow of human knowledge.We control how people find, understand, and
use information in every facet of their lives. We must be very, very careful [65].

This topic explores themoral and ethical obligation that information systemdesigners
and developers have in ensuring that their systems do not perpetuate oppressions. It asks
who should take the responsibility for resolving the issues that arise, and how these issues
can be addressed. It investigates what role the system designers should take in affecting
change, and what influence they should exert in the design and implementation of their
systems to guide users towards a more equal information system and more equal society.
It explores what role system designers have in ensuring that their systems are not used
to embody prejudices and amplify inequalities. Within the ICT4D field, this topic deals
with the ethics of knowledge-sharing between the global North and the global South. It
explores the influence that system designers can and should have in pushing for better
guidance in the use of their systems [66].

Stream 3: Involving LGBTQ+ People in ICT4D Participatory Design

Nothing about us without us [67].

When designing information systems that will affect LGBTQ+ people, LGBTQ+
people should be involved in the design process. This stream of research explores the role
that LGBTQ+ communities should play as value advocates in the design of information
systems. It investigates what impact their involvement has on the system design and the
wider impact that the system subsequently has on the perpetuation of discrimination and
access to services. It explores the challenges of including LGBTQ+ populations in the
design of systems within the ICT4D context, gathering their input while simultaneously
ensuring that their identities remain private.

Stream 4: The Impact of ICTs on LGBQT+ People’s Sense of Self and Sense of
Capacity to Achieve

As transgender people, we do not expect that we can have a long-term marriage
(Transgender person in Vietnam, quoted by Oosterhoff [45]).
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This stream of research investigates the role that ICTs have on the capability of
LGBTQ+ people to envision a future where they lead lives with dignity. It explores how
ICTs influence members of the LGBTQ+ communities in their vision for what they can
achieve in their lives. People can only know what they can achieve if they are aware
that it is achievable and available to them [68]. There are many countries where access
to legal gender recognition is only available if a person has completed a set of medical
interventions such as hormone replacement therapy or surgeries. People’s sense of self
becomes entangled in their ability to access these medical interventions, leaving people
in limbo and “dehumanised” as the glacial process of access to these interventions
proceeds [69]. In many countries, the access to legal gender recognition necessitates
completing a set of these medical interventions. The barriers in healthcare and ongoing
discrimination lead to people restricting what they allow themselves to believe they can
achieve [68]. These processes disempower LGBTQ+ people, removing their agency and
impacting negatively on their sense of self. This stream of research explores the role that
ICTs play within this disempowerment. It explores how the design of an information
system influences what an LGBTQ+ person believes their future can be and what they
allow themselves to aspire to.

Stream 5: Seeking “Inclusion by Design”

Lack of standardised survey items on population-based surveys to identify
transgender respondents limits existing public health surveillance [50].

This stream of research explores the implications of “inclusion by design” with
regards to exposing individuals to discrimination. Exposing LGBTQ+ identities within
an information system must be done with care to reduce the risk of exposing the indi-
vidual to discrimination. We must find approaches that allow the information about
LGBTQ+ people to be stored within information systems. We should seek “inclusion
by design”. However, subjective inclusiveness raises a host of challenges and ethical
dilemmas, and there is a need for research and discussion of these dilemmas, and how
the ICT4D community can include LGBTQ+ populations without exposing them to fur-
ther discrimination. The inclusion of LGBTQ+ people should be the default within a
system’s design, and the decision to exclude this population should only be through a
process of actively enabling the exclusion. Such an approach to design could involve
taking active steps in the development of technology to be broadly inclusive. Within the
context of gender representation, this could be achieved by incorporating predefined lists
of gender identities. However, such an approach can lead to unintended consequences
related to the inclusion of vulnerable populations in information systems.

Stream 6: Building better data-sets on LGBTQ+ People

To facilitate better programming for ICT4D projects, there is need for greater insight
into the lives of LGBTQ+ people and how ICTs lead to inequities for these marginalised
communities. By building these datasets, ICT4Dprojects can be better planned to accom-
modate their needs and the ensure that services aremade available in an equitablemanner.
LGBTQ+ communities aremarginalised and highly vulnerable.Membersmay be fearful
of their safety as a direct result of their LGBTQ+ identities, living in countries where
these identities are criminalised, and/or actively persecuted. Therefore, data about these
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populations must be ethically sourced, securely anonymised, and follow best practices
to ensure that the members are not at risk of exposure to discrimination.

Stream 7: Reducing the risk of exposing LGBTQ+ people to violence when they
conduct ICT4D work

LGBTQ+ researchers and practitioners are in a superior position to be inclusive and
highlight the issues related to LGBTQ+ people due to their awareness, exposure and
experience. At the same time, much ICT4D work takes place where LGBTQ+ people
could be severely discriminated against and be in serious risk of violence. Measures and
safeguards are needed to ensure members of the LGBTQ+ communities can conduct
their work in ICT4D free of such risks. However, these are complex issues and they
must be understood on a deep level to ensure the correct measures and safe-guards can
be developed so that LGBTQ+ people are safe when conducting ICT4D work.

6 Conclusion

This paper stemmed from the recognition that, while the objectives of the ICT4D field
are closely intertwined with the “Leaving NoOne Behind” agenda of the SDGs, the field
is indeed leavingmany people behind by silencing queer issues. This is not only a contra-
diction, but also a condition thatmakes the field unliveable for LGBTQ+ researchers [57]
and makes us inadequate to elaborate recommendations for technologists, as these rec-
ommendations may end up producing binaristic, cisnormative, heteronormative systems
that put LGBTQ+ people into precarious, vulnerable positions.

In response to this problem I have reviewed approaches to queer issues taken from
other fields, cognate of ICT4D. With the purpose of learning from such fields, I have
delineated a queer ICT4D agenda, exploring how biases are embedded in our systems
and, vice versa, how technologies for socio-economic development can be designed
towards inclusive, liberating purposes for LGBTQ+ people.

Firstly, I find that engagement of ICT4Dwith queer issues is a necessary step towards
refocusing the field’s agenda on the world it faces. While the field presents some atten-
tion to gender, the binaristic focus found in landscape papers up until recent days [20] is
inadequate to represent the real world, and more dangerous given the enhanced vulner-
abilities suffered by queer communities [9]. As a result, with this paper I want to openly
incorporate queer issues in the field, delineating a path towards active measures for voic-
ing queer issues in ICT4D forums. The track on “Feminist and Queer Approaches in
ICT4D” in the IFIP 9.4 Virtual Conference, as well as the Queer HCI group created in
HCI, are examples of such measures.

Secondly, I think it is crucial that a queer agenda inspires the engagements of ICT4D
researchers with practice. This is important to avoid an absence of queer perspectives to
be reflected in socio-economic development systems [57], resulting in technologies that
deny queer identities and put LGBTQ+users at risk of violence, threat ormarginalisation.
Producing technologies that caution against such bias is inevitably a concerted effort of
researchers and practitioners, in which the researcher has the responsibility to formulate
recommendations that caution against bias. It is in the light of this responsibility that
this paper’s agenda has been devised.
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While a history of binarism, cisnormativity and heteronormativity affects ICT4D,
other fields, such as STS [70] and HCI [58], demonstrate the urgency of incorporating
a queer agenda into pre-existing fields. When such fields engage vulnerable people, as
ICT4D intends to do since its early days, such an urgency is even more pronounced.
LGBTQ+ issues in ICT4D have been raised in the past outside of the peer-reviewer
ICT4D discourse. However, there has been little discussion of the issues within peer-
reviewed ICT4D academic discourse. I hope, with this paper, to have made further steps
towards a conversation the field must have, to devise an agenda that makes LGBTQ+
issues a priority topic of ICT4D research.
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Abstract. Transmale/Female to Male (FTM) people and their problems are
mostly invisible for public policies, the media and academia around the world
and in Peru. To help address those issues, we conducted a social responsibility
project to develop digital communication capacities of FTM groups in Peru and
Central America in 2021. This paper highlights the issues surrounding the FTM
community and its use of digital media. Then, it presents the findings from the
project’s experience.
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1 Introduction

We present the experience of a university social responsibility project, developed during
2021, that sought to develop digital communication capacities of organizations of youth
trans male people from Peru and Central America. The reconstruction of the experience
is a reflective effort in order to identify the learnings of the project to provide insight that
can help other similar initiatives. To accomplish this, themain question to be addressed is
how the project’s methodology was useful to promote the capacity building of transmale
activists? The second question we seek to answer is which new research topics arise
from this experience?

First of all, we want to describe the project. It was built with transmasculine organi-
zation leaders, who talked with us about the problems and necessities of transmasculine
people and validated our proposal taking into account its usefulness. On that basis, the
project main objective was to contribute with the visibility of transmasculine population
and the respect of their rights through:

– Identifying communication abilities and capacities
– Developing digital organizations’ capacities for campaigns design
– Accompanying the design of a digital campaign
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Then, we have divided the paper in 5 sections: (i) literature review, there we estab-
lish some practical concepts to understand trans phenomena, then present how big and
important is the trans male invisibility in Peru, and lastly present other concepts related
to the use and appropriation of social media by transmale people and organizations.; (ii)
methodology of the systematization; (iii) the project, where we narrate its development
in 3 phases; (iv) results, learnings and reflections, where we present the project achieve-
ments, what we learnt from it and present the research in project as an outcome of the
project; finally, (v) we summarize our learnings in the conclusions.

2 Literature Review

This systematization is nourished by concepts of appropriation of technologies and
identity. Firstly, it is necessary to describe trans male problematic.

The concept of trans gender can be used as an umbrella termwhich considers different
variants, stages or embodiments to realize a transit impulse, intention or action [1, 2].
Trans male or Female to Male (FTM) people are subjects considered as women at birth,
based on biologizing considerations of sexuality [1, 3].

The transition for them implies an intervention on the body. The importance - real
and symbolic - of hormonal and surgical interventions is highlighted, but also social
practices—such as dressing or behaving—and reflexivity about the body [4–7]. This
transition is seen as a rebirth [8], which also includes a change of name. What those
trans men want is to be recognized as men [7], therefore they behave and act as men.

2.1 Invisibility of the Trans Masculine

For trans men it is necessary to make their existence explicit since they are an under-
represented and invisible community in public policies, in the media and in academia.
Regarding public policies in Peru, there isn’t a Gender Identity Law, which means that
changing name and/or sex in the IDmust be done judicially, which takes time andmoney,
and is not always successful [9, 10]. The lack of a proper legal identity produces viola-
tions of the right to vote, access to public services and generates violence from various
sectors including police; as well as limitations in procedures for reporting discrimination
and/or violence [11], as far as access to education and health [12]. Furthermore, during
the pandemic some government actions that not considered trans people directly affected
their rights, as when there were days to get out by sex.

Regarding the media, it can be said that when “trans” is heard or read, what is
being thought or what is being talked about is trans women. Moreover, the quantity
of films including transmale as characters or participants (in documentaries) is scarce
according to Peruvian LGTB annual film festival (R. Salazar, personal communication,
January, 12th 2022). As stated by the LGBT Human Rights Observatory (H. Amat y
León, personal communication, November, 13th 2021), news about trans men are just a
small part of those which report on human rights violations.

Additionally, trans men or trans-masculine are almost invisible to academia. What
has been found in Peru regarding trans is recent and most of it focuses on trans women.
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A psychology thesis [13] is the first study in Peru on “women who perform as men”,
this because, following Lamas [1], it is about “transgender” people and not transsexuals
since they only modify their appearance according to how the “other sex” is socially
conceived.Thevisibility of transmen inPerubeganwith a studybyaLGBTIorganization
[14], for this, transmenwould be the smallest sex-generic group among those considered
(2.8%) and in which there are higher percentages of depression and victimization in
general. It relates with findings by Gallegos Dextre who states that the corporality and
identity of transmasculine people is built against discourses of power coming from
the family, school or medicine [15]. These discourses of pathologizing and imposing
‘normality’ lead trans men to suffer torture, rape and murder.

Additionally, “Existimos” (“Weexist”) is the title of thefirst diagnosis on the situation
of the male trans population in Peru published in 2018, which analyzes the process of
identity construction, among other topics [2]. It underlines that isolation and the lack of
information affect FTM youth people, while the Internet is identified as a resilient tool.

The most recent report on the situation of the transmasculine and non-binary popula-
tion [11] finds that the negative impact on the rights of this population begins at home and
the prejudices against them are supported or explained by the virtual absence of infor-
mation and almost zero visibility. They report that only in 28% of cases the families
support or accept gender identity, as well as that this population suffers discrimination
at health and education services, and in the workplace. For this reason, they find the
existence of meeting spaces with peers and support networks important; in the same
way, they identify the relevance of political participation and collective action.

There are also studies related to legal issues and the exercise of rights [16–22], others
related to health [12, 23–25] or related to communication issues [26–28].

The aforementioned invisibility and the scarcity of information about being trans
make it difficult for adolescents and young people to identify themselves as such. As
a consequence, in Peru the majority come to recognize themselves as trans and start
transition processes as young adults [11, 26]. For this reason, many times the social
networks publications of trans young people try to ease the way for adolescents due
to the same identity crises and lack of references that they went through years before
[26]. It is important to highlight that this situation has been observed in another Latin
American country [5].

2.2 Transmasculine Community and Social Media

The Internet is identified as a space for affirmation to carry out multiple activities related
to the construction of transmasculine identity and its dissemination [29–34].

In the first place, it is a space to find peers: young people who go through similar
situations [5, 35]. Young male trans men select profiles to follow and authors to establish
ties [30]. They also use different social media services for different purposes, often with
different pseudonyms [36].

Thus, the Internet is seen as a potentially safe space that might help to escape street
violence and the construction of support networks that contribute to resilience [29, 37,
38]. However, the Internet is also a terrain in which they can experience bullying [18, 38,
39]. For this reason, self-care strategies such as anonymity or the use of various accounts
on social networks are analyzed [40].
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The Internet is preferred for searching and accessing various information —legal,
health, etc.- required by trans people or in the process of becoming trans [40–42].
Some seek public support for their transition medical procedures through fundraising
campaigns [43].

There are also studies on the characteristics that a social medium should have for
trans people, such as anonymity, security, privacy settings, community rules andwarning
or content filters [40, 44] or a health information service [45].

Communication, connection, information search and the disclosure of personal infor-
mation related to the transition allow to produce feelings of collective identity and com-
munity [29, 30, 38, 40, 41, 46]. This is seen as something that develops empowerment
among these young people [29, 38] and that also encourages them to organize and
develop collective actions, developing tactics and using appropriate repertoires for that
environment [47].

In addition to showing that they exist and should be visible, the action of posting
on social media by these young people also seeks to generate community [28, 48–52].
We can see this in the use of identity hashtags such as #FTM or #Transmasculine with
which they seek to develop ties with others [5, 26]. This is also reflected in the profiles
of male trans organizations on networks such as Facebook, Twitter or Instagram. At this
point, a connection can be found between the individual political action of young people
publishing on networks and the collective action of a contentious political nature of their
organizations and collectives.

Those organizations, as other various civil society organizations, have tried to
empower traditionally excluded groups through the use of ICT [53]. The use of ICTs
would help to strengthen the capacities of grassroots social organizations [54] consider-
ing technologies as amplifiers -not producers- of capacities [55]. The capacity building
has been recognized by many institutions as an important strategy to promote sustain-
able development inside the organizations and to help them solve their problems [56].
Some of the capacities related to the project we are presenting are: capacity to use
electronic media, plan projects, evaluate project’s results, diagnose problems, access to
information, recognize the necessity of using ITC, communicate (access to communica-
tion networks), use effective ways of communication and communicate their needs and
achievements externally.

Finally, it is important to consider that, going further from its designer’s purposes,
technologies’ usages and functions change over time following users´ lead improvisation
and adaptation [57].

As it has been mentioned before, the literature about transmasculine people is scarce
in Latin America and Peru. Thereupon we have identified that this lack of studies include
the ones related to the experience of transmale and the utility of online spaces to build
capacities that can help them to fight against the discrimination and violence they daily
live. In consequence, this paper tries to fill that gap.

3 Methodology

In order to systematize our experience to get some learnings we started by analyzing our
first diagnostic and data baseline, and the partial and final reports sent to the University.



Digital Communication to Tackle Invisibility 559

Then we reviewed the plans and materials we produced for every workshop session.
Lately we visualize the workshop videos. Furthermore, we share our findings with the
other two members of the project team and the leaders of participating organizations to
get their feedback.

4 The Project

We worked with trans guys and LGBTIQ organizations from Peru, Honduras, Costa
Rica, Dominican Republic, Nicaragua, Guatemala, Mexico and El Salvador. The project
had 3 phases.

During the first one, wemade a diagnosis focused on how they use social networks as
organizations and individuals, what they share, which information they look for, which
negative experiences they had on the Internet and how do they deal with them. We did
that research using social networks profiles analysis and a survey (n = 23) between
members and contacts of the organizations.

We found that, although the organizations had practical knowledge about how to
create content, construct communities and manage social media profiles, there were
many aspects to improve. First of all, they needed to elaborate a plan (strategy) and
define objectives for the content they wanted to publish, taking into account their public
(s) and each social media characteristics. Secondly, the graphic style wasn’t uniform
throughout their different posts. Thirdly, they need to create strategies to generate more
interaction and connection with their public. Furthermore, this social networks profiles
analysis allowed us to identify that they use social media to provide support, information
and make themselves visible.

Additionally, we explore the abilities, capabilities and experiences of the organiza-
tions’ members or people of interest about social media and other technologies. About
the people surveyed, half of them were between the ages of 24 and 31, they worked
and studied, 17 were members of LGTBIQ organizations and 6 just participated in their
activities, 17 are transmasculine and 3 transfeminine.

We found that the most used social media were Facebook, Instagram, Youtube,
LinkedIn and Tik Tok. Also, we observed that they approach each one for different
purposes: to look for information, they prefer Facebook, Youtube and Instagram; for
entertainment, they use Instagram and Youtube; to learn something new, Youtube and
Tik Tok; to connect with friends, Facebook and Instagram; and for activism, Twitter.

Related to their abilities to manage social media, the most known tools were video
and picture edition, creation of a content grid and creation of digital campaigns. Also, the
programs or apps most used to create content for social media were Zoom, Photoshop,
Illustrator and Canva; and the least used were ProCreate, Premiere and Color Adobe.

Related to the contents they consume, the most preferred content of the trans orga-
nizations they follow were information, life stories, meetings, fight for their rights and
interviews. Additionally, more than 70% of surveyed people always or almost always
share the content they like.

Moreover, they would like to see content about collective action (dialogue between
organizations and struggle stories), capacity building (guides, psychological and hor-
monal treatment information, collective workshops) and different kinds of content
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(videos and more interaction). In addition, they recommend to the organizations to
post more frequently, have a graphic line, use better pictures and more or better use of
hashtags.

Finally, the 60%of surveyed people said that they had been victims of online violence
related to their identity or sexual orientation. And, all of them showed interest in knowing
more about security in social media.

Then, for the second phase of the project, such information led us to plan a scheme
of 8 workshops which included carrying out a diagnosis, definition and measurement of
objectives, profile of target audiences, digital communication strategies, care in social
networks, importance of having a graphic line and tools to create one, creation and
content grid testing, how to take better advantage of the tools of each social media and
devices, and generate a process of creation of content from non-digital tools: crafts,
corporality exercises, photography, etc.

We had 23 people enrolled for the workshop, but on average just 7 participated
in a synchronic way. During the workshop, the dynamics were oriented to create a
secure sharing space, so the participants were able to talk about their experiences with
digital media and tools. It is important to highlight that in the first workshop we made a
compromise of participation, which included aspects such as security, punctuality and
respect to each other.

The third phase was conceived as an accompaniment process, focused on helping
the organization’s members to design and develop their own digital campaign. However,
due to time, we were just able to create a campaign brief.

The project ended with a participative evaluation which provided participants’ per-
ception of workshop contents, quality of learning, level of usefulness of the tools and
learnings, among others. It also helped to identify different ways in which learning has
already been used in digital communication by the organizations and what they were
planning to do. In general, theymentioned that it helped them to change their perspective
and find opportunities to improve their communication in social media. For example,
the content grid helped them to organize and plan their content.

Also, as this project was part of a university social responsibility initiative, we dis-
seminated the project results with the university community in spaces like a student’s
colloquium, general studies class and a funders’ meeting.

5 Results, Learning and Reflections

This project had many results. Firstly, it was an achievement to have the participation
of trans guys from 3 Peruvians organizations and many others from Central America
and Caribbean countries. Secondly, with the participants of the workshops, we made
a campaign brief, which consisted in establishing who was going to boost the digital
campaign, the digital campaign main objectives, the public and the call to action phrase.
Thirdly, there were cases or situations in which the learnings of the workshops were
useful for the participants. For example, one of the organizations applied the knowledge
about how to plan a communication campaign (define an objective, how to construct
messages, among others) when promoting a health campaign in their region. Another
organization member from El Salvador used the content grid and created a plan for the
following year.
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From all the experience, we learned more about the reality of trans people and the
difficulties they face; how to bond with them and getting used to using the appropriate
pronouns. Moreover, we strengthen our previous knowledge about the use of digital
media from other contexts and problems, which implies enriching our field of action and
learning. In addition to that, we test the usefulness of combining tools from various dis-
ciplines (relaxation exercises, movement, performing arts and visual creative processes)
at workshops. And, we learn not to plan activities during the important dates for the
community. This highlights the importance of the co-creation and participation of the
organization members for the success of this kind of project.

This project helped us to reflect on the importance of building capacity in the use
of digital media for transmasculine people, as it can be really helpful to cope with
their different problems and meet their needs in many life dimensions (respect of their
rights, visibility, support, among others). Furthermore, to take into account the times
and priorities of the organizations and participants prove to be fundamental to achieve
their involvement and the goals of the project.

Based on those findings and taking advantage of the contacts developed we submit a
research proposal to study how Peruvian and Central American transmale organizations
accompany or support the process of identity construction of youth transmale people
by means of digital media. This research started in January 2022. After completing the
theoretical framework and state of the art we were producing the tools and defining the
corpus of publications to analyze and the sample for interviewing, following a mostly
online design. However, from March 31th -the Trans Visibility Day- to April 14th there
were two very interesting transmale events at which we decided to participate and that
allowed us to talk with some activists. The first one was a fundraising event, with the
objective of financing the second encounter of transmale and non-binary people in Peru.
The second one was a documentary projection and discussion, focused on experiences
of trans children. In both events we identified that the term ‘trans’ is actually used as an
‘umbrella’ to describe all the spectrum of trans and non-binary people. In addition, this
exploratory approach already allows us to mention some findings, such as the awareness
of many activists of the strong political content of their struggle and demands, the
centrality of the demand for a Gender Identity Law, the potential role of ‘influencers’
within the community and the strong discursive weight of the concept of the body in
relation to issues such as the experience of discrimination and the struggle against it,
self-identification, enjoyment, among others.

6 Conclusions

In conclusion, we’d like to reinforce the importance of going against the invisibility of
transmale people and how this kind of project can be helpful to it. The internet is useful
to enhance the capacities of organization members in the creation of digital campaigns.
However, to accomplish this, it ismandatory to engage them in the co-creation process. In
otherwords, knowing their necessities andhaving their participation is the key.Moreover,
we were able to see how the concepts of the literature review are applied in daily life.
For example, the appropriation of technology, supports networks, the use of the word
‘trans’ as an umbrella termwhich identifies the spectrum of trans and non-binary people,
among others.
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Abstract. This paper draws on a digital ethnographywith young activists inWest-
ern Kenya to explore howWhatsApp’s affordances mediate citizenship. It applies
an intersectional lens to highlight sites of oppression and invisibility. The paper
makes two central arguments. Firstly, it finds that WhatsApp is not only important
for participants because of its communicative and organisational affordances, but
also for agentic and social affordances that relate to activists’ sense of belonging
and purpose, and the discursive affordances that enable the building of narratives,
making it a space for constructing and rehearsing citizenship. Secondly, it finds
that inequalities in meaningful online access hindered some participants from
these spaces of belonging, interaction, and visibility. These inequalities intersect
and risk amplifying existing sites of disadvantage, like those related to gender,
class or location. An intersectional digital rights approach is needed in the design
of communication strategies by activists or organisations in civic engagement
processes.

Keywords: Citizenship ·WhatsApp · Intersectionality · Digital rights · Instant
messaging · Affordances

1 Introduction

An expanding body of work from political, media and internet studies has documented
the role of the internet, and in particular social media, in citizen engagement and political
activism. Social media platforms like Twitter or Facebook have been found to enable the
creation of alternative public spheres where new groups and agendas can visibilize and
amplify counter-narratives and shape public discussion (Bosch 2017; Nyabola 2018).

Although less available to scrutiny, instant messaging apps, also called the Dark
Social, are the most accessed type of online platform in many contexts, more so than
Twitter or Facebook. In Kenya, WhatsApp is the favourite social platform among Inter-
net users (Global Web Index 2020) and permeates all activities, including political
mobilization and discourse (Omanga 2018).

This paper explores the role of instant messaging app WhatsApp in processes of
civic engagement in Western Kenya. It takes an intersectional feminist approach to
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shed light on inequalities and sites of oppression and invisibility. It does so through
a digital ethnography based around a group of young people engaged in a process of
civic education and engagement in Busia county supported by the local civil society
organization Siasa Place.

This paper is structured as follows. First, it sets out the context of the study within
processes of citizen engagement and Internet use in Kenya. It then covers the theoretical
framework used in the study, followed by the study’s research approach. It then presents
the analysis findings by discussing the WhatsApp affordances that mediate citizenship
and how this mediation affects those without meaningful access to mobile internet and
existing structural inequalities.

2 Citizen Engagement and Digital Technologies in Western Kenya:
Case Study Context

This paper is based on a case study in Busia county, situated in Western Kenya and
at the border with Uganda. Its overall research question is to understand how digital
technologies, and in particular instant messaging, mediate civic engagement for young
people. I used a multi-method digital ethnography approach that followed a network
of young activists, online and offline, across the seven electoral constituencies of the
county.

2.1 Enabling ‘Active Citizenship’

Participants included a group of 18 to 35 years old supported by the youth-led civil
society organisation Siasa Place, which enables spaces and civic education training for
youth to engage in governance processes. Siasa Place identified a lack of knowledge on
existing constitutional rights as well as a context in which young people felt dismissed
and therefore discouraged fromengaging. This sense of dismissal and lack of information
was strongly echoed across participants’ accounts.

Through a series ofmeetings and seminars, the groupwas given a space for discussion
and learning on Kenya’s system of devolved governance and the rights and mechanisms
for political participation included in the country’s 2010 constitution. This core group
would in turn mobilise and share this information and skills with other peers in their
communities.

The core group of activists would meet monthly or bi-monthly in Busia town to
attend trainings facilitated by the organisation and discuss their plans for mobilising. In
between meetings, they interacted more frequently through WhatsApp, which was the
main digital technology used by the core group of participants to communicate between
them and with peers in their communities with Internet access.

2.2 Internet and WhatsApp Access

In 2021, Kenya was the country with the highest monthly use of WhatsApp (Bayhack
2021; Rollason 2021).WhatsApp is ubiquitous among Internet users inKenya, taking the
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role of what Gómez-Cruz and Harindranath have called a “technology of life” (Gómez-
Cruz and Harindranath 2020, 1), used for all sorts of personal and social interactions,
includingwork and, as stated byOmanga, important in Kenya’s “political talk” (Omanga
2018, 2).

However, this apparent omnipresence contrasts with the still pervasive gaps in Inter-
net access. In 2020, Internet penetration in Kenya was forecasted to be at approximately
40% (Global Web Index 2020; Hootsuite and We Are Social 2020). These statistics flat-
ten unequal and intermittent access. According to the Kenya 2019 census, only 11.3%
of the female rural population accessed the Internet in the last three months compared
to 45.3% of the male urban population (Kenya National Bureau of Statistics 2019, 432).
These inequalities were apparent also within the group of participants and throughout
the research period. Not only did not everyone own a smartphone, but it also became
clear that internet access is not binary (Roberts and Hernandez 2019) and that some
participants were able to connect only intermittently because they could not afford data
bundles, because they used someone else’s phone or because of network access, among
other reasons.

3 Theoretical Framework

The study of technology in processes of social change has been criticised for either
being overly deterministic about the role of technology or, by contrast, for overlooking
it and turning it into a neutral artefact (Roberts 2017). The Theory of Affordance has
been used by scholars in the Information and Communication Technologies for Devel-
opment (ICT4D) field and beyond because it accounts for the materiality of a particular
technology whilst acknowledging that what this materiality affords is contingent on the
political and cultural context in which the technology is interpreted and used (Zheng and
Yu 2016). This study therefore draws on this theory to explore the action possibilities
that WhatsApp affords and how these relate to participants’ civic engagement.

In addition, a review of the ICT4D literature suggests the need for an agenda that
focuses on the most disadvantaged and oppressed groups and for evidence on how
ICTs contribute to specific and transformational outcomes (Walsham 2017; Zheng et al.
2018). Research in Kenya has found that the use of mobile phones helped women in
rural locations “assert their agency”, create communities of support (Sanya 2013, 13)
and engage in discussions on rights and the Constitution (Sanya and Odero 2017). It has
also found that online platforms enabled the networking between and the visibilizing
of narratives from otherwise marginalised groups in the public spheres (Mukhongo
2020; Nyabola 2018). Yet, this scholarship also warns that these same technologies can
replicate or amplify existing structural inequalities (Kibere 2016; Nyabola 2018).

This study draws on feminist intersectional theory to allow for the exploration of sites
of oppression and invisibility that single-axis analysis can overlook (Carastathis 2016;
Crenshaw 1989). As stated by Yuval-Davis: “when we carry out intersectional analysis,
we cannot homogenize the ways any political project or claimings affect people who are
differentially located within the same boundaries of belonging” (Yuval-Davis 2011, 4).
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4 Research Approach

This study understands reality as constructed and situated in historic and relational
dynamics of meaning-making based on power and language and therefore takes an
interpretivist ontological approach. The research was based on a digital ethnography
that encompassed both online and offline spaces and the connections between them
(Hine 2017; Postill and Pink 2012). It included the following methods: face-to-face
semi-structured interviews with 25 participants, participant offline observation, non-
participant online observation in three WhatsApp groups, an online focus group discus-
sion on WhatsApp (Colom 2021), and a fieldwork diary. Digital ethnography allowed
the research to travel across offline and online fields and to explore the connections
between the two; online interactions take place not in a vacuum but in relation to offline
realities (Hine 2017; Postill and Pink 2012; Sumiala and Tikka 2020). The value of
digital ethnography in acknowledging that participants interactions are “multi-modal”,
“multi-sited” and “networked” (Hine 2017, 23) crystallised in many occasions during
the research and analysis. For example, whilst observing participants attending an in-
person public participation event on the county’s budget and development plan, I was
also able to observe what and how the participants communicated with others in the
WhatsApp group who were attending other simultaneous events in other parts of the
county, as well as observe what narratives and reactions this created that related to their
aspirations as citizens mobilized in civic engagement processes. Similarly, this approach
helped me to observe first-hand how accounts during in-person interviews in relation
to exclusion from the Internet manifested in participants’ online presence and the types
of disadvantages this created or amplified across the online, offline, public, and private
spheres.

The data was all entered in Nvivo and analysed using a thematic analysis approach.
The intersectionality lens was embedded in the design of tools to account for a multi-
layered understanding of citizenship (Pailey 2016; Yuval-Davis 1997) that encompassed
intersecting positionings across the private and public spheres and across the community,
county and state level. It was also embedded in the analysis approach by intentionally
focusing on identifying sites of oppression, difference or resistance in the language and
accounts of participants.

5 WhatsApp Affordances and Citizenship

Affordances are action possibilities facilitated by the materiality of a technological arte-
fact but contingent on the historical and social context in which they are interpreted.
However, affordances can be conceptualized differently depending on the extent towhich
they focus on the functionalities of the technologies vis-a-vis their relational potential
consequences. For example, both Roberts and Zheng and Yu distinguish the functional
affordances of a technology from the collective actions they enable, a distinction that
emphasises their relational and practical aspect (Roberts 2017; Zheng and Yu 2016).

The affordances identified and covered in this section result from the analysis of the
accounts from participants in relation to the role of WhatsApp in their civic engagement
processes and are largely functional. Understanding the functional affordances on instant
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messaging as a dark social is relevant as distinct from those that more open social media
platformshave been found to offer.However, these functional affordances canbe grouped
into five categories based on their relational use and the transformational potential in
the context of this study: communicative, organizational, social, agentic, and discursive.
A functional affordance can relate to more than one of these categories and may only
become actualized in combination with other functional affordances as found by Sæbø,
Federici andBracciniwhen exploring how socialmedia enabled specific collective action
processes (Sæbø, Federici, and Braccini 2020, 714).

The functional affordances are briefly discussed as a list in this section before then
unpacking their transformational potential for citizenship.

Immediacy
The labelling of apps like WhatsApp as instant messaging applications conveys an
obvious but important affordance identified in participants’ accounts, who referred to
its use making it quick and easy to receive and send information, including the ability
to know when someone is active or when they were last online. This was important for
participants to share information, keep up-to-date, and mobilise as part of their activism.
For example, a participant referred to the value of communicating via WhatsApp to
organize meetings with less notice and planning: “You know, like [in a] church meeting,
we’ll have to tell people (…) you tell them before, even 2 days or one week… But if you
use WhatsApp, a person will get information immediately (Interview P6)”.

Scale
Related to the descriptions of immediacy was the ability to communicate with more
than one person at the same time no matter where they were. Participants referred to
the benefits of this affordance compared not only to offline communication but also to
texting or calling, which was more expensive, as this participant said: “… actually, it’s
been easier to communicate than when you communicate manually, or, rather when you
just use calls and SMS. It has been easy because we are together and everyone can
speak… is a free space in that, anyone, you can type at the same time, you can deliver
messages, a message, as the other person delivers. But, for SMS, the message will go
from one person to the next and then, sometimes you can feel that maybe, if they send
you the message, you don’t have maybe credit to reply, so it’s easier. (…) And it’s faster
(Interview P19)”.

Multimodality
The literature often mentions this as a characteristic of instant messaging apps like
WhatsApp (Baxter 2018; Treré 2020). It refers to the possibility to share not only text
but also photos, audio-visual content, or other files. A participant during the focus group
wrote: “Its even easier to give evidence using Action photos, videos and statistical data
from genuine source even if its a heavy document it can be uploaded easily as opposed
to carry bags of papers to the meeting where you may not get a chance to contribute.
so a person who is not in WhatsApp misses a lot.”1 It was common for participants to
share photos of themselves or group members speaking in public or delivering petitions

1 Quotes from theWhatsApp focus group are included as typed by participants unless typos need
to be corrected for intelligibility.
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to governments officials as well as to share PDFs of official documents, such as county
budgets or the Constitution.

Information visibility
In instant messaging apps like WhatsApp, information and conversations remain in the
platform’s interface and are visible to othermembers of the group as shared by the senders
and unless deleted. Content can also be forwarded and shared with other contacts or in
other groups.

This affordance is closely related to scale and multimodality and it also relates to
the possibilities for building spaces and narratives where young people can find their
own voice and make connections, as it will be later discussed. For example, participants
expressed the value of sharing with others in their contacts pictures of themselves doing
work for the community: “Yeah it’s made a difference because you call [reach] people
very fast. They know also very fast. For example, when we were in Busia at [venue] after
doing that [meeting] then I post. People, many people knew very fast! Hey, they said,
wow, you have done a good job. (Interview P18)”.

Group relevance
WhatsApp was seen by participants as a space for more intimate conversations with
relevant groups of people close their personal or social spaces and interests, especially
when compared to other socialmedia platforms. For example, a participant said: “through
WhatsApp, you just share with the people that you want but with Facebook everyone will
just see it on their wall (Interview P17)” and another participant referred to WhatsApp
being for interacting with “those people who think the same idea (…) yeah come up with
a group and people of the same, the likeminded people, they join you in that WhatsApp
group” (Interview P9).

Participants referred to interactions being more intimate and information being more
targeted to relevant people. In the context of activism, this provides a specific discursive
potential resulting from a combination of traits from personal exchanges with those from
public group discussions (Milan and Barbosa, 2020: 8).

This resonates with literature that finds WhatsApp to relate to “a stronger sense
of belonging rather than network-based Facebook” (Milan and Barbosa 2020, 8) or to
“collective identity [and] internal solidarity” (Treré 2020, 1).

Perceived privacy
Participants did not refer to privacy in relation to its end-to-end encryption but in relation
to the less open nature of the space, which felt less exposed when compared to other
social media platforms: “I cannot say that there isn’t anything I don’t like in WhatsApp
because I feel it has a little bit of privacy (Interview P14).” Another participant also
referred to this sense of safety: “WhatsApp is also a bit safe in terms of… it’s not… you
can’t track it so easily (Interview P25)”.

Privacy was however relative, hence the labelling of the affordance as ‘perceived’.
During the break of one of the events I attended, a few participants gathered around
a mobile phone to watch the video of a Citizen TV news piece in which the National
Cohesion and Integration Commission (NCIC) of Kenya was warning WhatsApp group
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administrators against hate speech. This observation contrasts with the accounts of par-
ticipants on privacy, a difference enabled by the digital ethnography approach of the
study.

Although WhatsApp was referred to in the research as a more private safe space, a
participant mentioned having left WhatsApp for a period of time after being harassed
for their activism, which highlights the contingency of affordances in relation to peo-
ple’s positionalities and experiences. Overall, however, there was a sense of control in
the groups that I observed of who was allowed to be a member and this explains this
perception of WhatsApp as a private space when compared to more open social media
platforms where the sense of privacy is not afforded or requires a more complex use of
the platforms’ settings.

The contingency of this affordance is also reflected in the lack of references in
participants’ accounts to the ways in which Big Tech corporations like WhatsApp’s
company,Meta, use data.Anunderstanding of privacy based on the storage anduse ofBig
Data for micro-profiling and in governance processes would contradict this affordance,
which is beyond the scope of this paper but highlights the need for more information
among activists on digital citizenship and data justice (Dencik, Hintz, and Cable 2016).

Perceived freedom
Participants referred to WhatsApp as a free space, where they could share their views
without being dismissed: “Everyone has the liberty to air their views and thoughts with
no fear resulting from a one on one engagement. (WhatsApp FGD)”.

Treré refers to the “digital comfort spaces” enabled byWhatsApp interactions (Treré
2015, 911) and a systematic review on the use of WhatsApp for political and civic
engagement found people valued the “informal and ‘de-politicised’ conversations” (Pang
and Woo 2020, 1). Online spaces of interaction more broadly have also been found to
offer a disembodied experience that affords a sense of freedom (Ndlela andMulwo2017),
including my own perceptions of the extent to which women participated in WhatsApp
discussions when compared to offline meetings (Colom 2021).

Diffuse hierarchies
Some participants referred toWhatsApp as a “flat” space: “with WhatsApp someone can
ask me a question in a WhatsApp group, and I must answer you, I must, because it’s in
an open forum. And so it allows for people to… to feel that they have the same voice. On
WhatsApp… it’s a flat….it’s a flat playing field (Interview P23).” This affordance has
also been referred to in the literature on WhatsApp as a tool for activism. For example,
Bowes-Catton et al., argue that voices in the authors’ activist WhatsApp group were
equally treated (Bowes-Catton et al. 2020, 384) and Milan and Barbosa refer to the
“equal footing” of WhatsApp conversations (Milan and Barbosa 2020, 6) characterised
by “diffuse leadership and experimental pluralism” (2020: 9).

Deliberation
Participants talked about WhatsApp as a space where they can have discussions and
make decisions: “We share some issues, maybe we see the problems that people come
up with… we try to get people ask maybe questions concerning what happens [to] them
so we decide to discuss there in the group (…) to see maybe if we can make solutions
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(Interview P5)”. They also referred to the value of WhatsApp as a space for discussion
in comparison to Facebook, which they saw as a place for accessing or sharing news.

These discussions often combine synchronous and asynchronous interactions, allow-
ing participants to reply in their own time, and it was not uncommon for participants
to take part in synchronous WhatsApp meetings: “WhatsApping, we conduct meetings.
Because engagement sometimes is distant we call each other and say when it reaches at
nine we can have a meeting, everybody will need to be on (Interview P11)”.

However, I observed that moments of deliberation tended to be short-lived or left for
offlinemeetings, which I partly related to the lack of an obvious leadership or facilitation,
linked to the affordance of diffuse hierarchies. The deliberative potential of WhatsApp
in Kenya in the context of political participation has been documented by Omanga in
his study of the Nakuru Analysts WhatsApp group. Omanga argues that the group acted
as a digital public but also highlights the importance of facilitation and the role of the
convenor: “Digital publics do not simply emerge, but are a complex product of specific
agencies, cumulative social capital and voice within a digital space” (Omanga 2018, 13).

Yet, this possibility for deliberation in WhatsApp was referred to and valued by par-
ticipants with online access, and seen also as a way to meaningfully engage in decision-
making processes. For example, a participant talked about the value of aWhatsApp group
to bring young people and political representatives together and continue constructive
conversations initiated and convened offline; and a political representative mentioned
during an event I observed having created a WhatsApp group to directly engage in
discussions with young people.

6 Relational Affordances for Constructing and Rehearsing
Citizenship

The functional affordances discussed interact with each other and are processed in the
context of a civic engagement and civic education programme facilitated by a civil
society organisation that included offline meetings. This resonates with Sæbø, Federici
and Braccini’s suggestions that affordances act in combination and that studying the
online platform alone is not enough to understand how they become transformational
action possibilities (Sæbø, Federici, and Braccini 2020, 722).

For example, some of the functional affordances, like scale, multimodality and infor-
mation visibility, are typical of social media platforms but offer relational affordances
specific to instant messaging when combined with affordances such as group relevance,
perceived privacy or perceived freedom. In turn, affordances like group relevance or
the information visibility are closely connected to antecedents that took place offline,
like face-to-face meetings that helped to establish bonds and membership boundaries,
or actions taken in in-person public participation meetings that then could be framed,
visibilized, and amplified in WhatsApp in multi-modal ways among trusted relevant
groups.

Considering these contingencies, the functional affordances can be categorised as
follows based on their relational transformational potential:

• Communicative. These are affordances often mentioned when discussing WhatsApp
(Treré 2020) and are those that can change “communicative practices or habits”
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(Schrock 2015, 1232), such as immediacy and multimodality. These madeWhatsApp
a convenient space for accessing information for those who were online to the extent
that it was common in the groups to communicate not only in relation to their civic
engagement plans but also to share information related to jobs, grants, and funding
opportunities.

• Organizational. Alongside changing communicative practices, the affordances of pop-
ular ubiquitous instant messaging apps likeWhatsApp can support collective organiz-
ing. For example, group relevance, scale, immediacy, and diffuse hierarchies helped
participants discuss, question, or agree on arrangements for collective action, such as
attending public participation meetings. WhatsApp has indeed been discussed in the
literature as a “robust organizational device” (Treré 2020, 1).

• Social. These are affordances that influence the way individuals and groups inter-
act and affiliate. For example, affordances like perceived privacy or group relevance
enabled participants ways for affiliation and interaction that are different from other
online spaces because related more directly to their interests and aspirations and
felt safer than more open social media platforms. This also resonates with Raem-
donck and Pierson’s taxonomy of social network platform affordances which finds
that “closed many-to-many interactions” fosters social identity and norm-building
(Van Raemdonck and Pierson 2021).

• Agentic. These refer to affordances that can enable the voice and agency of an indi-
vidual or group. For example, according to participants accounts, the affordances
of perceived freedom, perceived privacy, or diffuse hierarchies, enabled participants
to feel freer in expressing their views without concerns of being dismissed when
compared to public spaces.

• Discursive.Affordances such as group relevance, informationvisibility,multimodality
or scale, can enable the construction and amplification of narratives through “framing”,
which Sebø, Federici and Braccini define as “construction of shared meanings and
building of a collective understanding”(Sæbø, Federici, and Braccini 2020, 704).

The discursive potential, especially when associated to the affordance of scale, is
typical of social media platforms more broadly. Nyabola, for example, has argued that
the openness and networked characteristics of Twitter are allowing counter-narratives to
emerge and shape Kenya’s public debate (Nyabola 2018). In “open many-to-many inter-
actions”, however, participants have less influence in establishing norms other than com-
menting (Van Raemdonck and Pierson 2021, 6). By contrast, this discursive potential,
takes a different form in instant messaging apps like WhatsApp due to other affordances
that can make it a more private, intimate, and less hierarchical space.

Information visibility can also help to build a sense of purpose, group solidarity
and respect, particularly important in a context where young people and women feel
dismissed, because of the reasons already alluded to in relation to the affordances of
multimodality and scale. For example, during a training event, and in relation to photos
that had been shared onWhatsApp showingmembers speaking up in a public discussion,
I observed the training facilitator saying to a participant: “I saw you in WhatsApp” and,
to another one, “I saw you standing”. Similar interactions took place in the WhatsApp
groups in other instances. In the following example, the WhatsApp interaction takes
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place after a participant shared a number of photos of a petition with a list of signatures
being delivered to the administrator of a local ward:

13:21: Great work (…)

14:02: 

Leading from the Front (…) Chairman

15:00 : Good work (…)

15:07: Hapo ni sawa bro! [This is good bro!]

This information visibility also helped with mobilising: “You know, if we use What-
sApp, I have learnt that many people they have seen our views and they’ve known their
rights and some they have been coming in our group asking questions, getting them I
can see it is helping others (Interview P6).”

In the context of this study, then, the discursive potential of a dark social like What-
sApp is associated with the organizational and social potential or possibility to organise,
build a collective identity, and amplify discourses that can enable a sense of belonging,
purpose, and collective action. For example, some participants shared a view that Twitter
was an important avenue for youth to influence the public debate but added that, by con-
trast, WhatsApp helped them get organised: “But, also, WhatsApp, it’s used to organise
us a lot. We’ve managed to even organise a demonstration on WhatsApp (…) So that’s
how I see technology changing how we are organised, and even for me, it’s much easier
for me to keep tabs of what’s happening in the country, I would say, without having to
delay in terms of communication and its immediate effect (Interview P23)”.

Affordances can also be in tension with each other. For example, the affordance for
deliberation might sometimes be in tension with other affordances, such as the affor-
dance of diffuse leadership and perceived freedom which meant that discussions were
sometimes messy without a clear lead to facilitate discussions towards a clear conclu-
sion. Similarly, participants would sometimes be asked by other members not to share
content that was not relevant to the group’s organisational purpose (civic engagement),
yet this contradicted the social affordance of the group as a space of belonging where
young people and women could be free to be themselves. I interpreted this messiness,
however, as part of the process of constructing and rehearsing citizenship. The What-
sApp groups provided an alternative avenue where young citizens with online access had
a space of belonging and shared interests where their voice could be heard, relationships
built and maintained, and narratives and claims on citizenship constructed, practiced and
amplified inwards, similar to Treré’s reference to WhatsApp as a space for “backstage”
activism (Treré 2020).

7 Seeing Affordances Through an Intersectional Lens

A focus on the transformational potential of these affordances without a nuanced under-
standing of structural inequalities risks amplifying oppressive and exclusionary dynam-
ics. An intersectional lens requires looking not only at the axes and consequences of
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exclusion from online use but also how online use interacts with existing structural
inequalities.

In relation to exclusion from meaningful online access, some participants in the
WhatsApp groups I observed would drop in and out due to intermittent access to smart-
phones and data and there were compounding reasons for this that were not solved by
simply providing an allowance to buy data bundles. A participant, for example, was
offline for up to seven months during the digital ethnography because her phone broke
and could not afford to repair it. Others used their husbands’ phones to check in or
catch up with the group communication from time to time. Some participants mentioned
having to prioritise school fees or supporting others in their community over getting
a smartphone. Some lived in areas with limited electricity or network access and had
limited time and resources to travel to a place to access wi-fi. This intermittency, and the
importance of offline communication for them, manifested also in the conversations in
WhatsApp groups, where in various instances somemembers reminded others of texting
or calling those offline:

“20:14 –: Good job chair

20:15 -: kindly madam chair text, there are some members who have gone 
analog..” (Observation - WhatsApp Group 1)

Anumber of axes of exclusion in relation to access and use of Internet were identified
in the analysis, including class or socio-economic background, location, education level,
gender, infrastructure, (digital) literacy, language, and (dis)ability. These intersected: a
participant who identified as a young woman, located in a rural village with secondary
education, with care responsibilities and intermittently working in the informal sector
interacted with WhatsApp and its affordances differently compared to a young woman
based in the capital town with a higher education degree, a more stable job and more
limited care responsibilities.

Intermittent access to WhatsApp meant some participants could not benefit from the
affordance of immediacy and this had an impact on the opportunities for some partici-
pants to receive information related to civic engagement plans, jobs, and opportunities
for interaction and affiliation: “[In WhatsApp] You just follow up what’s going on every
sub-county but now even I can’t even know what’s going on because I am not in access
of WhatsApp. Even like somebody is telling me, he can say, tomorrow I am going to
somewhere, if you are willing you come and join me, you are going to visit a certain
place, but it is on WhatsApp so (…) we add on (…) when we go. [Interview P17]”.

Similarly, relying on the WhatsApp affordance of multi-modality excluded some
participants and their potential for transformational impact in the community. For exam-
ple, some participants mentioned the need for hard copies of the constitution to share
with peers in their communities as part of their mobilising. Yet, this was not always
taken into account by trainers. After copies of the constitution were requested during
a training I observed, a civic education facilitator said to a participant that a soft copy
would be shared instead and added “Technology makes things easier, doesn’t it?”, yet
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the participant did not have a working smartphone. Others had access to WhatsApp but
could not afford opening data-hungry files, like videos.

Even for those who could be online, the social affordances of using WhatsApp
interacted with structural gendered oppressive dynamics. For example, some women
talked about how access to a smartphone and the social interaction it afforded upset
power dynamics and resulted in enduring violence from their husbands: “Ah it makes us
really beaten there at night because of the phones”.

An intersectional lens helps to understand inequalities not only in relation to dig-
ital divisions but also in relation to the structural inequalities and power relations in
which people are positioned (Zheng and Walsham 2021). In this study, the intersec-
tional lens and digital ethnography helped to explore interactions across different socio-
demographic positionings and across the private and public spheres and how the struc-
tural inequalities behind these positionings limited or changed the relational and trans-
formational affordances either because of limited access to functional affordances or
because the way these interacted with existing structural inequalities.

8 Conclusions

This paper has presented a list of functional affordances related to WhatsApp in the
context of a civic engagement programme in Western Kenya and their relational and
transformational impact in processes of citizen engagement. It concludes with two main
arguments.

Firstly, the use of WhatsApp among young activists in Western Kenya needs to be
understood not only in the context of its more obvious communicative and organisational
affordances that helped young people communicate and plan more easily. Rather, its
social, agentic, and discursive affordances helped participants find a safe space where
they belonged, their views mattered and where they could share, build, and amplify
narratives. This helped participants construct and rehearse citizenship inwards, building
a sense of agency and purpose that interacted with more outward acts of citizenship,
such as taking part in public participation meetings or signing petitions.

Secondly, these affordances could not be enjoyed by everyone and their transforma-
tional impact was limited for those who did not have meaningful access to the Internet.
Even for those who had online access, the affordances interacted with structural inequal-
ities and power relations. A reliance onWhatsApp in civic engagement programmes and
activist can amplify existing inequalities related to gender, class, or location among oth-
ers. The ubiquity of WhatsApp in the social, work, and political life of Kenyan internet
users can overlook sites of oppression and disadvantage.

Initiatives supporting processes of civic engagement or citizen activism should take
a digital rights and justice approach, mindful of intersecting sites of oppression, when
considering the use of online spaces for interaction, even when these spaces appear to
be as ubiquitous and omnipresent as WhatsApp.
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Abstract. To better understand the mobility needs of Rohingya refugees with
physical disabilities, specifically lower limb impairments, members of the Mobil-
ity Aid project team visited Rohingya refugee camps in Cox’s Bazar, Bangladesh.
Interviews andgait analyseswith 14participantswere conducted over a three-week
period in September 2021. Interviews covered topics such as the origin of disabil-
ity, barriers and challenges associated with physical disability in refugee camps,
and disability-related discrimination. Participants were also asked about ways in
which they adapt and compensate for physical disabilities in challenging environ-
ments. An analysis of these findings is presented to highlight the need for emer-
gency and humanitarian response planning to include persons with disabilities. In
addition, the team conducted gait analysis from videos obtained using a simple
inexpensive setup and remotely evaluated six disabled participants. The prelim-
inary results of this gait analysis are promising and comparable to the patterns
observed in the lab settings.

Keywords: Rohingya refugees · Disabilities ·Mobility · Access · Gait analysis

1 Introduction

The Rohingya have faced decades-long persecution from the Myanmar government. A
Muslim ethnic minority living in the western Rakhine State of Myanmar, the Rohingya
are considered to be one of the most victimized populations in the world. The Rohingya
have had their citizenship revoked, are not allowed to vote, and theMyanmar government
has strict laws regulating the Rohingyas’ ability to work, marry, and own property.
Starting in 2017, theMyanmar army began a new violent campaign against the Rohingya
population living in Rakhine State after clashes with alleged Rohingyamilitants. Fleeing
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rape, torture, physical violence, and murder, over one million Rohingya refugees have
relocated to neighboring Bangladesh [1].

Refugees under any circumstance face tremendous obstacles, but these challenges are
amplified for refugees with disabilities. It is estimated that 15% of theworld’s population
lives with some form of disability [2] and that people with a physical disability are two
to four times more likely to be killed or injured in natural disasters [3]. Priddy [2]
identifies persons with disabilities (PWDs) as “the forgotten victims of armed conflict.”
Sexual and gender-based violence (SGBV) also disproportionately impact those with
disabilities [4].

Mobility concerns for Rohingya refugees with physical disabilities are especially
pressing in refugee camps in Bangladesh – most notably the Cox’s Bazar area. This
area is prone to monsoons, cyclones, and flooding; all of which contribute to landslides.
Muddy, steep, and unstable terrain in these camps makes movement between shelters
and facilities near impossible for refugees with physical disabilities [5].

To address themobility challenges faced byRohingya refugeeswith physical disabil-
ities, partners from SUNY Korea, Arizona State University – Tempe, Hellenic Mediter-
ranean University, and Youth Power in Social Action (YPSA) Bangladesh have come
together to design an alternate crutch/cane shoe/tip. With a wider surface area and more
flexible material, the alternate crutch shoe is better suited to the terrain of refugee camps.
The alternate crutch shoes are produced using a combination of 3D printing a mold and
pouring silicon rubber into the mold to manufacture on-site shoes for the replacement of
existing crutch shoes. Remote gait analysis using OpenPose software identifies unique
joint movements to help evaluate the performance of the alternate crutch shoe [6].

Creating a better understanding of the intersections of physical disability and forced
displacement,medical care, aid access, safety, and inclusion requires intense consultation
with those directly impacted by physical disability. Through interviews with Rohingya
refugees with physical disabilities, the Mobility Aid project team is able to better tailor
their services to fit specific needs.

2 Research Method

In this paper we examine three related research questions:
RQ1 – In Cox’s Bazar, what are the primary concerns around mobility for Rohingya

refugees with physical disabilities?
RQ2 –What are the other challenges disabled Rohingya refugees face in Cox’s Bazar

camps?
RQ3 – Are the camps’ healthcare services sufficiently inclusive and accessible for

the Rohingya refugees?
In order to answer these three questions our methodology combines both qualita-

tive and quantitative data from video analysis and interview data to better understand
obstacles disabled and injured refugees face.

Data collection occurred in September 2021 when one of the main investigators
fromMobility Aid team traveled to Cox’s Bazar, Bangladesh to conduct interviews with
Rohingya refugees with physical disabilities. These interviews were conducted with the
assistance of YPSA over a period of three weeks. Fourteen Rohingya refugees, reported
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ages seven to 106 (self-reported),were asked questions about the origin of their disability,
barriers, and challenges related to their disability, existence of possible disability-related
discrimination, and ways in which they adapt and compensate for physical disability.

It is to be noted that, due to COVID-related restrictions, movement within the camp
areas has been significantly restricted, which made things even more challenging for
people with disabilities. In order tomake things a bit easier for the interview respondents,
the interviews were centrally conducted in two different community centers, where the
local partner YPSA provides healthcare services for the refugees. Senior respondents
were assisted by the YPSA volunteers to traverse through the hilly terrains to attend
the interviews. YPSA volunteers also helped as interpreters. The Rohingya language
does not have any official alphabet and none of the respondents had English or Bengali
literacy. Hence at the start of each interview, the volunteers communicated to every
respondent about the goal of the study and the ethical measures the research project is
taking to ensure their privacy. Interviews commenced after the respondents provided
their verbal consent.

One way to access mobility is evaluating gait, which is a manner or style of walking.
In the case of peoplewalkingwith crutches enhancing their gait stability is paramount for
their survival in unhospitable terrains. Gait analysis is typically based on sophisticated
instrumentation measuring body movements, body mechanics and activity of the mus-
cles. Assorted studies have been carried out using different tools such as force platform,
optical markers and 3D-cameras. These motion capture systems are expensive and must
be installed in appropriate rooms containing expensive equipment. In addition, these
systems require installation in areas with sufficient space and a specialized technician is
also required to properly operate the system [7].

The Mobility Aid team developed a new approach recording video obtained using
two simple mobile phone cameras from six participants who walked 3 times each. The
cameras were positioned as to provide a stereoscopic view of the participant’s walking
with crutches, with one camera recording the side view of the walk and the second cam-
era, at 90 degrees to the first camera, recording the participant from the front view. The
two cameras were calibrated using a large checkerboard pattern to obtain the stereo-
scopic transformation matrix, which was used to obtain the 3D position data of an object
in the covered area. This non-contact and low-cost data collection was then evaluated
and subsequently used to calculate Signal-to-Noise-Ratio (SNR) of acceleration and
jerk, which is the first derivative of acceleration, for the ankle of each participant. This
approach is building upon previous work of the Mobility Aid team [6, 8] on evaluating
and verifying the approach applied to the gait of disabled people who walk with crutches
in the lab environment in South Korea where the principal investigator works.

This was the first attempt to collect data directly from the field with disabled or
injured Rohingya refugees. To gain a better understanding of the challenging terrain
of the refugee camps in Cox’s Bazar, Mobility Aid team members toured camps, docu-
mented different paths frequently used by the respondents and other people with physical
disabilities, and visited the homes of five respondents. The team furthermore talked with
the relatives, neighbors, and aid workers, who are closely involved with some of the
respondents’ daily lives in order to develop a comprehensive understanding of the latter
group’s mobility challenges.
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The IRB approval for this study has been obtained from the organization where the
principal investigator of the Mobility Aid project works, and it follows the Declaration
of Helsinki and its set of ethical principles.

3 Results

In this section qualitative results of interviews are presented separately from the quantita-
tive results of gait analysis. The integration of those results is presented in the discussion
section.

3.1 Qualitative Data Results

Interviews with Rohingya refugees with physical disabilities were conducted in keep-
ing with Mobility Aid’s mission to “improve the mobility of people with disabilities in
navigating environmental obstacles in [these] limited-resource settings” [9]. Fourteen
respondents were interviewed of which 13 were male and one was female. Nine of the
14 respondents reported their cause of injury or disability as violence from theMyanmar
army. The Rohingya population in Rakhine State, Myanmar has been subjected to “gen-
erations of statelessness andmarginalization, extreme violence” and forced displacement
[10]. The nine respondents who reported their cause of disability as violence from the
Myanmar army were shot or beaten. Delay of medical care necessitated lower limb
amputations for some respondents as wounds had become infected without treatment.
In the words of one of the respondents (male, 30 year old):

“The Burmese Army shot me, but I could not stop running. We walked and ran
for several days before crossing the border. By the time I reached Bangladesh, my
leg was already in very bad shape from the bullet wound’s infection. They (the
doctors) had to cut it, but I survived!”

Two of the respondents reported their disability resulted from accidents – one respon-
dent was hit by a vehicle in the refugee camp and another sustained significant injury to
his back and legs in a landslide.An additional two respondents reported their cause of dis-
ability as an unspecified congenital abnormality or birth defect and the final respondent
stated their mobility challenges stemmed from an exacerbation of secondary medical
conditions.

Respondents detailed a variety of challenges regarding the intersection of their dis-
ability and navigating life within refugee camps - one of the most reported issues being
difficulty with the surrounding terrain. The Rohingya refugee camps in Bangladesh are
frequently located in areas with steep environments and landslides and flooding from
rain are common [11]. One respondent reported specifically avoiding leaving his home
when it was raining, and another reported complete avoidance of any area with inclined
terrain. Difficult terrain acts not only as a physical barrier to refugees with disabilities but
a social and resource barrier as well. As one respondent (male, 40 year old) mentioned:

“During the rainy season, I just cannot go outside. Sometimes I am stuck at home
without anything. But it’s impossible to walk in such a muddy terrain with my
physical condition.”
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Respondents described the difficulties encountered when accessing food and other
resources and aid items. Many reported hiring other refugees (camp porters) within the
camp to carry aid items for them or to assist them in moving about the camp. Some
respondents pay for these services through selling their aid items or by trading items
for service. Respondents reported experiencing both exploitation and theft – primarily
through having their aid items or money stolen by camp porters. It is well-documented
that people with disabilities are at increased risk of experiencing physical and sexual
violence and that this risk is increased in humanitarian settings [12]. The exploitation of
people with disabilities through theft is itself a form of violence. As one of the senior
respondents (male, 62 year old) described:

“It happened with me several times. I trusted people who offered help to carry my
food relief. As soon as they get my food packets, they disappear. With my condition,
there is no way I could keep up with them. My family and I end up being hungry.”

The lack of appropriate medical care or lack of accessible medical care in refugee
camps was also reported to be a challenge by the respondents. Further medical issues
have arisen from the lack of appropriate medical care and from broken or improperly
used mobility devices. Several respondents reported developing sores and infections in
their armpits from defective or mismatched crutches. One respondent received surgical
intervention for a leg injury from an unspecified NGO. By the time the respondent was
ready for follow-up surgery, theNGOwas no longerworkingwithin the camp. Seemingly
simple barriers such as replacing amissing screw for a crutch present significant obstacles
as the whole crutch must be replaced. Vendors within the refugee camp do not sell the
required replacement screws.

In addition to physical concerns surrounding their disabilities, respondents also
relayed concerns regarding social issues. The two respondents under the age of 18
reported concerns around isolation from schooling and peers. The people with dis-
abilities who are most impacted by isolation and loneliness are young adults who are
“economically inactive, living in rented or other accommodation, and have low levels of
access to environmental assets” [13]. This group is heavily represented in Cox’s Bazar
and among the entire Rohingya refugee population in Bangladesh.

Concerns regarding disability-related discrimination were reported by one partic-
ipant. They reported what they described as “intense discrimination” from medical
providers. It is unclear if there is a cultural difference in how discrimination is experi-
enced, if respondents were reluctant to report discrimination, or if discrimination against
refugees with physical disabilities is not as prevalent as predicted. It also must be con-
sidered that Western perceptions and assumptions about discrimination against people
with disabilities are being wrongly imposed.

3.2 Results of Gait Analysis

The synchronized videos from the two phone cameras were combined into a 3D rep-
resentation of the participant’s walk. With the help of machine learning algorithms of
Open Pose, the participant and points on their body were identified and the coordinates
in space of their movement with time were calculated. From the spatial information,
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kinematic parameters, such as velocity which is the rate of change of displacement with
time; acceleration which is the rate of change of velocity with time; and jerk which is the
rate of change of acceleration with time, were calculated for the ankle of the disabled
participant.

As the participants were dressed in loose clothing it was not possible to accurately
estimate the movement of the Centre of Gravity of the body, as it is frequently done in
gait analysis with multiple video cameras. In the present case, points on the body such
as the ankle were followed, as they can be identified clearly by the software and their
spatial position can be calculated with far smaller error than the Centre of Gravity.

In addition, in conventional gait analysis, the individual phases of each step are
calculated, but in this work, the study focused on the overall walk of the participant,
which consisted of several steps during the video. In this work, the stability of the walk
is assessed from the complete movement of the participant, as it is assumed of being
more representative of the abilities and performance of the disabled person.

For the gait analysis, the Rohingya participant group consisted of six disabled people,
with one of them being an amputee, while all of them were long-term users of crutches.
The gait analysis metrics calculated were the Signal-to-Noise-Ratio of the kinematics
of their ankle for the duration of the video. The subset of five long-term Rohingya
crutch users, where the amputee was excluded, showed a consistent SNR of acceleration
and jerk with a difference of 2% between the calculated SNR of the acceleration and
jerk of the walk of each participant. The amputee Rohingya participant showed a much
larger difference of 5% between the SNR of acceleration and jerk, with that of the jerk
being lower than that of the acceleration. This qualitative difference has been observed
previouslywith an experienced long-term crutch user of the early study of gait performed
in South Korea whose difference was far larger. In South Korea, participants included
long-term crutch users who were disabled of poliomyelitis, inexperienced short-term
crutch users with no disability, and experienced long-term (because of injury from an
accident) crutch users with no permanent disability. Out of these, an experienced long-
term crutch user stood out for his stability and confidence in his walk. These observations
were obvious in his videos, were identified in the gait analysis performed on the walk
and were also confirmed in the subjective questionnaire used as well. This reference
South Korean participant showed a difference between the SNR of acceleration and jerk
for each of his three videos taken, which was also the case for the three videos taken for
the Rohingya amputee participant.

It should be emphasized that high SNR values correlate with a better performance,
which in this case relate to smaller abrupt changes to acceleration, while lower SNR
values relate to higher abrupt changes to the rate of change of acceleration, or jerk.
Therefore, in this case, the two participants, theRohingya amputee, and the SouthKorean
long-term crutch user showed a consistent, in all three runs, high SNR of acceleration,
with a confident and strong movement in their walk. At the same time, they showed a
consistent, in all three runs, distinctly lower SNR of the rate of change of acceleration
(i.e., jerk) as they had rapid changes in acceleration in order to move in space as they
desired. They were, in effect, more in control of their movement even though it required
abrupt changes in the movement of the ankle to walk confidently. This quantitative
observation seems correlated with how confident and strong crutch users are. It appears
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that the other five Rohingya crutch users are less confident which could be a consequence
of them using crutches for a shorter time.

Figure 1 shows the front view and Fig. 2 the side view for one of the disabled
participants using customized crutch shoes produced by the Mobility Aid project team.

Fig. 1. Front view of participant’s walk

Fig. 2. Side view of participant’s walk

4 Discussion

Rohingya living in Myanmar have experienced decades of violence and dispossession.
This violence does not always end once Rohingya refugees reach a host country or com-
munity. Refugees with disabilities are at increased risk of violence and exploitation and
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the lack of needs assessments based “on disability or specific vulnerability” leaves this
population in a precarious situation [10]. Because of data disaggregation, a true under-
standing of the scope of disability among Rohingya refugees has not been obtained.
Reports vary on the prevalence of disability, ranging from 3–14%, and reports have dif-
fering inclusion and exclusion criteria [14]. What is clear, however, is the overwhelming
need for disability-related services in all humanitarian aid responses and especially for
Rohingya refugees in Bangladesh.

A 2021 REACH report on age and disability in the Rohingya refugee response
revealed that 76% of refugees with physical disabilities reported difficulty with mobility
in refugee camps, 64% reported challenges accessing food and other aid services, and
over 50% reported being unable to access medical services. For those able to access
medical services,many did not get the appropriate care or therewere no services for those
with physical disabilities [15]. These reportsmirror the responses of refugees interviewed
by Mobility Aid and underscore the need for disability-inclusive and accessible medical
services.

In lower resource settings, physical disabilities are often compounded by malnu-
trition, diminished access to WASH facilities, and the absence of rehabilitation facili-
ties. Mobility Aid works to offset these factors by providing mobility assistive devices
that adhere to concepts of usage such as physical availability, financial affordability,
and acceptability [9]. Future research regarding refugees with physical disabilities and
assistive technology should be inclusive of this framework.

Following a need for financial affordability, the current study is proposing a simple,
inexpensive, non-contact, remote evaluation of stability in crutch users, something not
done before. Typically, a standard gait evaluation measures body kinematics, muscle
activity, and body mechanics using sophisticated instruments. All the studies that are
measuring gait have been conducted using high-end tools including force platforms, 3D
cameras, and optical markers. These advanced systems require installation in specialized
spaces and are prohibitively expensive for limited-resource settings. In addition, a trained
technician is necessary to properly operate the system [16]. To our knowledge, there has
been only one exploratory study assessing stability by measuring the acceleration of the
people who use crutches [17], and that study looked at periodic patterns while using
sensors and optical motion capturing of participants.

The COVID-19 pandemic has suspended much on-the-ground research and con-
tinues to impact the ability of humanitarian actors to provide needed services. There-
fore, remote assessment is a valuable addition accessing mobility of disabled refugees.
Future and more elaborate study of mobility technology and Rohingya refugees with
disabilities should be completed so Mobility Aid teammembers can continue to provide
appropriately tailored services.

5 Conclusion

This paper presented a case study of Rohingya refugee camp and results of data collec-
tion by Mobility Aid team. Mobility Aid team works in collaboration with the local
Bangladeshi NGO, YPSA, to support Rohingya refugees with physical disabilities,
specifically lower limb impairments. The data collected during a visit during September
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2021 by one of the investigators for Mobility Aid includes interviews with 14 Rohingya
refugees with physical disabilities and video data of 6 participants. The data form the
videos has been used to compare gait of the refugees whowalk with crutches with the lab
results and the conclusion was that is produced comparable results. This gives the team
conformation that they can remotely monitor gait of disabled refugees. Qualitative data
indicates that the difficult terrain is not only a physical barrier to refugees with disabili-
ties but a social and resource barrier as well. Amongmany frustrations of this population
are some simple barriers such as replacing a missing screw for a crutch since vendors
in the camp do not sell the required replacement screws. Finally, very few respondents
report discrimination, so it appears that the discrimination against refugees with physical
disabilities is not as prevalent as expected.
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Abstract. This paper details the development and design of the Observatorio
Metropolitano de Agua para Lima-Callao (the metropolitan water observatory for
Lima-Callao, MWO). The MWO is a digital, collaboratively developed observa-
tory that aims to collect and share data about water access and infrastructuring
practices within the metropolitan city of Lima-Callao, Peru. The purpose of devel-
oping the MWO has been to contribute to a fairer distribution of water resources
amongst urban residents by creating an ‘espacio de concertación’ and collect and
diffuse data on access to and quantity and quality of water for human consumption.
By combining collaborative design approaches with the theory-informed data jus-
tice principles, we have been able to develop a prototype of the MWO. In general,
this teaches us how to design digital platforms according to the principles of data
justice in practice.

Keywords: Data justice · Urban development · Digital platforms ·Water ·
Design · Lima

1 Introduction

In this paper, we detail the design of the Observatorio Metropolitano de Agua para
Lima-Callao (the metropolitan water observatory for Lima-Callao), hereafter referred to
asMWO. This is a digital, collaboratively developed observatory that aims to collect and
share data about water access and infrastructuring practices within the metropolitan city
of Lima-Callao in Peru. The purpose of developing theMWO has been to contribute to a
fairer distribution of water resources amongst urban residents by exploring the potential
of collecting and diffusing data on the access to, quantity, and quality of water for human
consumption in the metropolitan area Lima-Callao.
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Over the past years, SEDAPAL, Lima’s water company, has implemented a supervi-
sion, control, and data acquisition system (SCADA) tomanage thewater flowswithin the
city. The use of digital technologies for water management, and the focus on data-driven
decision-making, have been valued in Lima. With the help of this digital infrastructure,
SEDAPAL has reduced non-revenue water significantly, improved the billing system for
residents, and can respond faster to break-down or leakages in the system [1]. This is
vital in a city of over 11 million people built in the desert.

However, previous research has shown how the datafication of Lima’s water infras-
tructure, understood as the quantification of flows within the water distribution system,
in Lima reproduces the structural inequalities within the water infrastructure, contributes
to the further peripheralization of the non-digital city, and only partially accounts for
other epistemologies, and water governance approaches [2, 3]. Within these conditions,
an important portion of Lima’s residents is not only structurally underserviced but also
structurally underrepresented in the data about the water distribution in Lima due to a
lack of registration or the absence of a water meter.

These gaps in the data have significant consequences for urban water consumers.
Unregistered water consumers generally have less security over the quantity, quality,
reliability, and continuity of the water service and, if registered but unmetered, are
rationed by the water provider. While there are a number of tools that accommodate the
data collection on unplanned urbanization and clandestine water infrastructures (e.g.,
drones and geo-radars) used by the water company [3], to date, there is no tool that
facilitates the collection of data in collaboration with, and from the perspective of,
the water consumers. Therefore, the central question explored in this research and the
development of the MWO is: how can we design a platform that incorporates plural
perspectives regarding water management to contribute data on water access, helps raise
awareness of existing inequalities, and contributes to fairer policymaking? Specifically,
if we consider water justice not only as the equitable socio-economic distribution of
water but also the acknowledgment of plural perceptions, experiences, and normative
approaches to water governance [4], it is vital to consider what knowledge we base water
management decisions on.

2 Developing Citizens’ Observatories

TheMWO sits within a larger tradition of citizens’ observatories and participatory urban
dashboards, which aim to generate and exchange knowledge about cities or aspects of
cities worldwide. These tools, which often take the shape of digital, geo-spatial infor-
mation systems for collecting and sharing urban data, range in scope, levels of partici-
pation, interface, and contextualization. They can address place-specific issues unique
to a particular urban context, such as the observatory for the Italo-Argentinian influ-
ence on architectural heritage in Buenos Aires [5]. Other urban observatories take a
more comprehensive focus on urban governance and management or focus on particular
infrastructures or urban phenomena (e.g., sound, air quality, housing stock) across cities
[6–8]. Similarly, there is a wide range of ways to involve urban residents in the data
practices of an urban observatory. Citizens can contribute passively through volunteered
geographical information from sensors embedded in household appliances or mobile
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phone devices. In other cases, citizens take up a more active role by co-defining what
needs to be observed and interpreting, validating, and using the data collected [9, 10].
Yet, most citizens’ observatories and participatory dashboards share the common goals
of wanting to increase transparency in policymaking by facilitating the exchange of
information between stakeholders, mobilizing knowledge to tackle challenges in urban
governance, and empowering citizens to voice their aspirations for their city [11].

Mattern [12] and Couldry and Mejias [13] explain how despite the fact that many
digital technologies that have emerged during neoliberalism reproduce the long-term
asymmetries in knowledge production along the lines of coloniality and capitalism, it
can be fruitful to develop critical and experimental observatories or dashboards. The
contribution of these platforms may not lie directly in the accuracy of the data gener-
ated, but rather in showing the messiness and complexity of the city, and visualizing a
perspective on the city that is often unrepresented [12].

We do not deny – in fact, we emphasize – that creating a digital infrastructure to
critically engage with digital infrastructure is paradoxical. Our research is inspired by
experiments in ‘statactivism,’ which mobilize statistics’ power for emancipation [14],
and critical data sciences which specifically generate and reappropriate demographic
data to visiblize and support feminist [15] and decolonial struggles [16]. These move-
ments use data, indicators, and coded categories – compelling tools of the modernist
state – to alter policy discourse and challenge the perceived neutrality of comparative
statistics [14]. Making a platform teaches us about the limitations of the current data
infrastructure. It is crucial to develop new socio-technological artifacts that can assist
the act of imagining alternative narratives of data technology [13] and further theory
about the role of datafication on water access.

There are many methods and approaches for designing citizens’ observatories, usu-
ally following design science, collaborative design approaches, human-centered design,
or emerging out of activism. This research adopted a collaborative process that follows
similar principles as design science applied in action research and ICT4D. Originally
stemming from engineering disciplines, design science research approaches the devel-
opment of an artifact as the outcome of research, as well as the methodology to theorize
about the environment in which the artifact is intervening [17]. Design science research
departs from the premises that the process of design teaches us about the technological
rules embedded in the artifact, how theoretical approaches are operationalized in prac-
tice, and in doing so, contributes to developing amore comprehensive body of knowledge
and more useful design principles. While traditionally, design science research engages
primarily with innovative solutions for business challenges, it has also been applied in
cases that concern socio-economic problems and seek to contribute to technological
interventions for human development [18, 19]. Sein et al. [18] and Islam and Grönlund
[19] show that in aligning design science approaches with action research or ICT4D, the
process of constructing an artifact is iterative. Rather than approaching the design process
as a set of separated steps in sequence, the experience with design science research for
action or development emphasized how the artifact developed is ‘contextually situated
and socio-technically enabled’ [19, p. 140].
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Our primary focus throughout all stages of the research is water and data justice. The
reason we depart from these two central values is because water justice calls for a ‘re-
politicization’ of water governance in which not only the unequal distribution of water
is made visible, but also the inequalities in political and economic power to influence
water policies [20]. Hence, data on water should also be sensitive to and represent how
people relate to water and participate in its governance. The current data technologies
do not necessarily work towards increasing water justice but towards improving the
efficiency of water distribution. It is too easily assumed that efficiency will eventually
lead to water justice. Hence, while the goal of efficiency might be translated to more
digital technologies and closing data gaps, the goal of water justice requires a different
approach. One which acknowledges both the fair distribution of water as well as the
plural ontologies of water [4].

We follow Taylor’s [21, p. 1] definition of data justice as the “fairness in the way
people are made visible, represented and treated as a result of their production of digital
data.” Specifically, Taylor [21] and Kitchin and Lauriault [22] emphasize that data need
to be approached from a relational perspective, acknowledging how data infrastructures
are part of the larger political, social and physical landscape and are inscribed by politics,
power, and interests. In addition to explicitly paying attention to tensions and the lack of
transparency in data practices [23], data justice requires fostering democratic dialogue
and civic engagement [24]. It follows that the MWO does not strive towards ‘objective
knowledge’ or a fully digital representation of the formal and informal water distribution
system. Instead, it aims to engage critically with the current hegemonic representation
of Lima’s water infrastructure and establish itself as an ‘espacio de concertación’ [25]
(space for concertation) or ‘data subaltern’ [26] to help communicate the experiences and
views of residents currently overlooked. In doing so, the MWO builds on volunteered
geographical information [27]. This work-in-progress paper will detail our collabora-
tive design approach in developing the MWO and explain how the data justice design
principles have been translated into the platform’s design.

3 Methodology

In the development of the MWO, we bring together two knowledge bases. The first is
from residents and experts in the field of water management through a collaborative
design process. The second are data justice design principles formulated after a review
of participatory urban dashboards and observatories in academic literature and practice.
This reviewwas conducted at an earlier stage of this research (manuscript under review).
As seen in Table 1, the design principles depart from the three elements of Taylor’s [21]
data justice framework: (in)visibility, engagement, and non-discrimination. The design
principles capture the generic characteristics the artifact should have through which the
project objectives, in our case data justice, are met and dictate its technical features [28].
This offers several implications for the development of participatory observatories, their
institutionalization, and the features they should contain.

The dimensions of the data justice referring to issue formulation, the embeddedness
of the MWO in decision-making practices, the contestation of biases, and the pluraliza-
tion of ontologies of the city, are not as much part of the design of the MWO as they are
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integral to the collaborative process of developing the platform. Therefore, the develop-
ment of the MWO, guided by the aim to critically engage with and challenge the current
representation of the water distribution system in data, has started with the collaborative
formulation of the main issues and context of use that should be addressed. In the contin-
uous conversation with the residents and civil society organizations we collaborate with,
we aimed to create space to contest the biases in the development of the platform and the
data collection practices. Additionally, with the current prototype of the MWO, we aim
to establish further partnerships with government and non-governmental institutions in
the field of water management in Lima to embed the platform within decision-making
practices.

In line with the principles of design science as applied in action research and ICT4D,
we structure the methodological approach into four stages: (i) problem formulation, (ii)
building, intervention, and evaluation, (iii) reflection and learning, and (iv) formalization
of learning [18]. As we are yet to launch the MWO in Lima and Callao, we can only
describe the first two stages in this paper. The final two stages – both essential elements
of design science [17] - focus on the evaluation of the adherence to the principles and
contribution to theorizing about design principles for data justice and abstracting what
we have learned for understanding water governance in Lima and Callao will be the
focus of future work.

The collaborative design process took place between December 2019 and December
2021 (see Fig. 1). The first stage is primarily characterized by the exploration of the
issues to be addressed in the MWO and the building of relationships (steps 1 and 2).
The second stage (steps 3–6) focused on the formulation of the main needs and pos-
sible interventions from the perspective of the residents, translating these insights into
the design and development of the digital platform, and moved towards evaluating the
prototype and exploring the options to embed it institutionally within the water sector
in Lima.

We formulated the functionalities of theMWOand the goal it should achieve in close
cooperationwith residents and civil society organizations inLima.Wework togetherwith
residents from three areas inLima: JoséCarlosMariátegui, BarriosAltos, andMiraflores.
José Carlos Mariátegui is a largely organically built, peri-urban area characterized by
high degrees of informality and poverty. Barrios Altos, part of the historical center of
Lima, is a lower middle class to poor community in which themajority of the households
are connected to basic utilities. Finally,Miraflores is the commercial and tourist center of
the citywithmainlymiddle to upper-class residents. Together, these three areas represent
Lima’s diversity regarding socio-economic living conditions and diverging degrees of
geographical and political centrality. The suggestions from the focus groups from these
three districts for the functionalities and design of the platform were systematized and
categorized based on their priority to reach the aims of the MWO and their feasibility
by the research team. This formed the input to the design of the MWO, implemented by
the developer and the designer in step 4.

Additionally, we evaluated the MWO through interviews with experts in water man-
agement and urban development in Lima and experts in geo-information systems and
application development. During these conversations, we mainly focused on evaluating
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the usefulness and utility of the MWO for policymakers and explored potential col-
laborations with relevant institutions in the field of water management in Lima-Callao.
The outcome of these evaluations has iteratively been implemented in the design of the
MWO.

Fig. 1. Workflow and methods followed in the development of the MWO. The feedback loops
indicate the various iterations of each of the steps taken.

4 The Design of the Observatorio de Agua Metropolitana

In this section, we mainly discuss how certain data justice design principles for Partic-
ipatory Urban Observatories (PUO), specifically the right to invisibility, participation
in and access to data practices, the contestation of biases, and the transparency about
data practices, have been implemented in the collaborative design of the MWO. Table 1
summarises the data justice design principles and their implementation in the MWO.
As indicated in Fig. 1, we are currently in the phase of presenting the prototype of the
MWO to experts on water management or digital platforms and establishing routes for
further collaborations with key actors in the field of water management in Lima.

The prototype of the MWO, i.e., a dedicated web application, includes an interactive
map, layer management, a form for data input from residents, a forum for interaction
between users, and social media integrations. Figure 2 shows the MWO interface layout
where the interactive map with data from the 2017 census is the main component. Users
can expand the map to cover the full-screen width, zoom in and out, (de)active or adjust
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Table 1. Implementation of data justice design principles (derived from Taylor’s data justice
framework [21]) in the Observatorio Metropolitano de Agua.

Data justice dimensions Design principles Implementation in
MWO

Example of
implementation

1 Right to
(in)visibility and to
opt-in or opt-out of
the data

PUOs should
explicitly mention
how residents can
opt-out, be
(in)visible, or only
have some of their
data
shared. Specific
attention should be
granted to
visibilizing the
experiences and
perspectives of
marginalized
communities

The MWO is
designed to be
accessible and
usable for people
without advanced
digital skills and
people living in
informality

In addition to textual
and numerical data,
users can share
pictures of the water
infrastructure to
diversify ways of
visibilizing their
experience. Users can
send a request to have
their submitted data
removed or revised.
We guarantee location
privacy by adding
‘noise’ to the spatial
data

2 Participation in and
access to data
practices

Citizens should be
approached as
expert observers
within the city,
stimulating their
active participation
in defining what
needs to be
observed and
interpreting, using,
or validating the
information
collected

Residents can
share and
download data and
knowledge in
multiple features
and formats,
allowing for
diversity in ways
knowledge can be
shared, altered, or
challenged

The MWO includes
various data sharing
methods, e.g., the data
input form, the chat
function, uploading
photos, or using
dedicated hashtags on
social media
platforms. Data can be
downloaded in
Geo-JSON, Excel,
and PDF

3 Embedded in
decision-making
practices

PUO should foster
relationships and
communication
between actors and
feed into public
planning and
decision-making
processes

The MWO is a
collaborative
project between
civil society and
research

We are currently in
the process of
formulating further
partnerships with
governmental
institutions to embed
the MWO in
decision-making
practices

(continued)
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Table 1. (continued)

Data justice dimensions Design principles Implementation in
MWO

Example of
implementation

4 Issue formation PUO should work
towards
empowering
citizens to voice
their aspirations for
their city and
mobilize knowledge
to tackle challenges
within their
environment and
urban governance

We have consulted
residents in the
early stages of
development on
what the main
issues covered in
the MWO should
be. We are working
towards supporting
citizens’ capacity
to use the MWO
data for
development

Citizens’ input has
directly informed the
questions in the data
input form. We
provide guidelines for
using the data for
advocacy and will
organize a
knowledge-sharing
workshop

5 Contestation of
biases

Participatory urban
observatories
should facilitate the
contestation of
internal and
external biases

Externally, the
MWO focuses on
the biases and
injustices in the
water distribution
system. Internally,
we collaborate
with various
stakeholders to
detect biases

Users can access and
use the data for
analysis or advocacy.
The collaborative
approach and features
like the chat function
allow discussing
biases within the
MWO

6 Transparency
about data
practices

In addition to
contributing to
administrative
transparency,
participatory urban
observatories
should be
transparent
concerning data
generation,
processing, and use.
Ideally, this
translated into
opening the
platforms’ data,
algorithms, and
codes

The MWO is built
on open-source
software. The data
collected is openly
accessible. The
source code of the
MWO will be
shared under a
creative commons
license after
finishing the
development

We use GeoServer,
PostGis, Openlayers,
and Open Street Maps
as the main building
blocks for the MWO

(continued)
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Table 1. (continued)

Data justice dimensions Design principles Implementation in
MWO

Example of
implementation

7 Pluralization of
ontologies of the
city

PUO should
facilitate the
expression of plural
ways of
understanding and
knowing the city

The MWO is
developed to
critically engage
with the
hegemonic
datascape of the
water distribution
system in Lima

the MWO works
towards diversifying
the knowledge about
water distribution by
using indicators
developed by citizens,
focusing on
representing the needs
of people currently
not represented in the
data

the transparency of various data layers, switch between base maps, and click on data
points formore information. A legend, scale bar, and information box have been included
at the bottom of the map.

Fig. 2. Screenshot of theMWOprototype. Picture 1 shows the homepage with themap presenting
data in a desktop browser. Picture 2 shows the data input form in a desktop browser. Picture 3
shows the homepage and map presenting data in a mobile phone browser.
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4.1 Right to (In)visibility

In relation to the principle of the right to (in)visibility, there are some critical consider-
ations in the data input form that we would like to highlight here and how we have tried
to translate that into the design of the MWO.

First of all, the right to (in)visibility refers to the ability of residents to determinewhat
data they would like to include in the MWO database. The MWO accommodates this by
offering various ways of sharing information. First, residents can start by filling in the
data input form. In addition to closed questions regarding, among others, the residents’
access to water, the continuity of the service, and its organization, the questionnaire
also includes an open question where residents can share any further information or
suggestions for improving thewater distribution system and upload a photo of their water
infrastructure. The questions in the data input formwere formulated in collaborationwith
participants and reflect that people get water in various forms. To be able to get a more
diverse set of experiences, we developed different questions depending on where and
how respondents get water from. The list of questions automatically adjusts depending
on the answer selected.

Secondly, residents can share information and experiences more directly and openly
in the chat forum. This forum is accessible to all people who register with the MWO.
A registration function was necessary to block bots from taking over the chat function.
Nevertheless, we have made it possible to register with a name or pseudonym and
password, not requiring an email address or any other personal information, to protect
users’ privacy and lessen participation barriers. Third, the right to invisibility is adhered
to by offering residents the option to delete data they have shared at any prior moment.

4.2 Participation, Access, and Transparency to Data Practices

TheMWO aims to increase the voice of people as experts within their communities, par-
ticularly to make theMWO accessible to all residents of Lima. For residents who receive
water via various infrastructures, including informal systems, this has implications for
the ways we collect and protect their information. First of all, to include residents who
do not have a formal residence or registered address, we offer the option to geo-locate
their house in two ways. They can either allow the application to access and record their
geo-location or place a point on the map themselves. This will enable residents who live
in unmapped areas of the city to record their data as well. Note that providing this type
of personal data is optional; users have to volunteer their geographical information in
the data input form actively.

Secondly, for all residents, but in particular, for residents depending on clandestine
water connections, it is paramount that their privacy is protected. Hence, aside from the
location data, no personal data (data that can be traced to a natural person) is asked.
Additionally, the locational privacy of the people who share their data is guaranteed by
adding ‘noise’ to the geo-localization of the data points entered [29]. Each georeferenced
data point is randomly distributed within a buffer of 20–50 m wide around the original
location (see Fig. 3). Since this noise is added automatically while entering the data, and
the original location is never stored in the database, it is impossible to trace the exact
location of the respondent. Hence, the addition of noise entails increasing the inaccuracy
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of the data to achieve a certain level of privacy. Nevertheless, a more accurate location
is not needed to make visible the residential areas that are currently not yet officially
mapped.

Fig. 3. Schematic representation of the ‘noise’ added to the coordinates of the data to protect
the location privacy of residents via geo-indistinguishability [29]. The original geo-location is
randomly distributed within the buffer zone. Figure developed by co-author.

Additionally, regarding access, we have designed the MWO, keeping in mind the
requirements of residents who are not digital-savvy or who have limited access to the
internet. The direct implications this had for the design are: (i) the MWO should be
accessible via a browser rather than an app since this requires less storage on a device,
(ii) theMWOshould be responsive in order to be accessible via desktop aswell asmobile
phone, (iii) we have included guidelines and plain-text explanations on all tabs and pages
of the MWO, guiding the users about the use and application of the observatory, and (iv)
the data from the MWO can be downloaded in different formats (geo-JSON, excel, and
PDF) along with the requirements of a specific user.

In line with the ambition to increase transparency and openness in the collection and
use of data about water distribution in Lima, the MWO has been designed to adhere to
the principles of open science. In addition to the open data practices, this entails that the
MWO is built on open-source products (including geo- and database servers), and the
source code of the MWO will be made open after the launch of the platform.

5 Concluding Remarks and Next Steps

By combining a collaborative design approach following the principles of design sci-
ence with the theory-informed data justice principles, we have been able to develop a
prototype of the MWO that aims to challenge the hegemonic representation of Lima’s
water infrastructure and help communicate the experiences and views of residents cur-
rently overlooked. In addition, the project of the MWO teaches us how to design digital
platforms according to the principles of data justice in practice.

The MWO, as an artifact, took shape out of the interaction between researchers,
activists, residents, and governmental organizations. The reflection and learning phase
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(stage iii) will mainly concern the accordance of the MWO with the criteria set: does
it incorporate plural perspectives regarding water management to contribute data on
water access, helps raise awareness of existing inequalities, and contribute to fairer
policymaking?

For evaluating theMWOas ICT4D design science, Islam andGrönlund [19] propose
asking the following questions: does the artifact research this goal? And what points to
the fact that this is or is not complied with? The first question addresses the utility of
the artifact. The second question guides us towards theorizing about how we can design
data just platforms. Up to date, we have been able to present and test the prototype with
representatives of key institutions in the field of water management in Lima. Following
these recommendations, the next phase in the development of the MWO will consist of
testing the observatory amongst the residents we have collaborated with. Additionally,
for the MWO to have transformative potential, even if incremental [23], it is key that the
observatory becomes embedded in decision-making practices.

Sein et al. [18] emphasize the importance of considering the artifact as emergent out
of the organizational network and argue that to evaluate the contribution and utility of
the tool in relation to the already existing SCADA system used in the water distribution
system of Lima-Callao, we need to pay attention to its institutionalization within the net-
work. For this,wewill need to seek long-termpartnershipswith the aim to institutionalize
the MWO as a space for concertation (espacio de concertación) [25].
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Abstract. Collecting relevant and appropriate data when conducting research in
theGlobal South and other resource-constrained environments can be challenging.
This is particularly truewhen the researcher originates from a different country and
has different social, cultural, and political beliefs to the research participants. Data
collection in such contexts can be challenging for a variety of ethical, philosophi-
cal, theoretical, andmethodological reasonswhichmay arise resulting from the use
of research approaches designed in theGlobalNorth. There are alsomany practical
and infrastructural issueswhichmay be relevant in resource-constrained countries.
This paper provides examples of challenges encountered by the authors in a vari-
ety of ongoing research projects in the Global South. We propose approaches to
address the identified challenges, and we conclude by calling for additional work
on this important topic.

Keywords: Data collection ·Methodology · Global South · Ethics

1 Introduction

This paper presents early-stageworkwhich results froman examination of the philosoph-
ical, methodological, ethical, and practical challenges associated with data collection in
various different social, cultural and political contexts in the Global South and other
resource-constrained contexts. The paper has been motivated by the authors’ ongoing
research on projects inMalawi, Bangladesh, India, Sierra Leone and various other coun-
tries throughout Europe and across the world. We start by proposing that there is no one
universal methodology or practical approach which is appropriate for data collection in
all contexts. This has been further highlighted by the COVID-19 global pandemic which
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has seen much data being collected remotely online or by local research assistants. The
research gap identified in this paper arises from both a lack of literature on this topic
and from the work of the authors who have experienced these data collection challenges
personally in many countries over many years. The aim of this paper is to highlight these
issues and to act as a catalyst to promote this conversation within the broader Global
Development and technology for development (ICT4D) communities.

2 Literature Review

According to the World Economic Forum, as of 2020 world data is expected to reach
approximately 44 zettabytes, with that number doubling every 2 to 3 years1. However,
data production and collection is unequal across the planet, and the global data landscape
remains heavily concentrated on English-speaking, urban, and relatively prosperous
locations within the Global North. This may be because of the particular difficulties
associated with data collection in resource-constrained contexts in the Global South
where a variety of different ethical, social, cultural and political contexts are highly
likely to apply.

This literature review is divided into two main sections. We begin by examining the
body of literature which looks at practical and methodological challenges associated
with data collection and methodology in the Global South. We then conclude with a
review of the body of work concerning Southern-based Theory and an examination of
whether this is relevant to data collection and methodology in the Global South.

2.1 Practical and Methodological Challenges Associated with Data Collection

Our work has highlighted a huge dearth of literature on practical and methodological
challenges of data collection in the Global South. Among those writing about this topic
include Shatz (2015), Asher (2010), and Roberts (2020). These authors warn of the
difficulties of collecting data in such environments, with Asher (2010) highlighting that
such data collection is not for the faint of heart or weak of stomach. Others have written
more about challenges to data collection in specific fields, for example Ismail (2018)
writes about data collection in community health, while Louis-Charles (2020) discusses
ethical considerations for post-disaster fieldwork in the Caribbean. In addition, there
exists a body of work which proposed solutions to the many and varied challenges
identified. One such study is by Young et al. (2021) which features the potential power
of crowdsourcing as a tool for knowledge production in the Global South. The authors
point out that the success of such a crowdsourcing approach should focus on topics of
high interest to the global development community as opposed to more traditional topics
which may be of interest to a Global North audience.

1 https://www.weforum.org/agenda/2019/04/how-much-data-is-generated-each-day-cf4bdd
f29f/.

https://www.weforum.org/agenda/2019/04/how-much-data-is-generated-each-day-cf4bddf29f/
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2.2 Southern-Based Theory

We also completed an examination of the body of literature examining philosophical and
theoretical approaches to conducting research in the Global South. This body of work is
far more extensive and includes the work of Frantz Fanon (1961) who originally came
up with the idea of ‘Southern Theory’ which Connell (2014) defines as a social thought
from the societies of the Global South which does not necessarily have to be about the
Global South (Connell, 2014). The notion of Southern Theory was further developed
by Connell (2007), Jean and John Comaroff (2012) and de Sousa Santos (2014) who all
highlighted the possibilities of a different way to view theory in a Southern (or Global
South) context. These studies fit in Avgerou’s theoretical dimension for ICT4D, namely
a foundational theory that problematizes ‘development’ (Avgerou, 2016).

The main difference between theories in the Global North and Southern-based the-
ories according to Connell (2014) is concerned with colonial attitudes where various
notions of progress are in thematerial culture. Southern-based theories are less concerned
with such progress and represent the concerns of a rural, village-centred world-view. The
concept of theory for Connell (2014) is not any specific theory, but to a spectrum of social
thought with a range of different theories. This is further developed by Kreps & Bass
(2019) who discusses Southern theory in data collection. In the light of Southern theo-
ries they propose a specific focus on appropriate research questions and the data which
is required for support. The emphasis should be on whether or not ICT4D researchers
follow the same data quality requirements when collecting data in the Global South.
Furthermore, do they conduct research with or along local researchers, and if so, how
do they choose and collect data to answer research questions that align ethical, social,
cultural and political perspectives and contexts in the Global South? These are highly
relevant questions which should be carefully considered when designing research to be
conducted in the Global South.

3 Case Descriptions

The authors have been involved with research in the Global South over many years and
are currently involved with a variety of research projects based in Bangladesh, Malawi,
Sierra Leone and other parts of the world. This section provides some detail on these
projects and the associated data collection challenges which have been encountered.

3.1 Bangladesh

The research in Bangladesh involves a project called Mobility Aid which is financed by
a humanitarian grant from Grand Challenges Canada. This project focuses on the needs
of persons with physical disabilities that can be ameliorated with alteration to canes or
crutches. InSeptember 2021oneof the investigators for theMobilityAidproject travelled
to Cox’s Bazar, Bangladesh to conduct interviews with Rohingya refugees with physical
disabilities. These interviews were conducted with the assistance of Young Power in
Soucial Action NGO over a period of three weeks. Fourteen Rohingya refugees were
asked questions about the origin of their disability, barriers, and challenges related to
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their disability, and ways in which they adapt to compensate for physical disability, and
disability-related discrimination. In addition, for the purpose of gait analysis, multiple
videos were obtained using simple mobile phone cameras from six participants who
walked three times each. The cameras were positioned to provide a stereoscopic view
of the participant’s walking with crutches, with one camera recording the side view of
the walk and the second camera, at 90 degrees to the first camera, recording the partici-
pant from the front view. The two cameras were calibrated using a large checkerboard
pattern to obtain the stereoscopic transformation matrix, which was used to obtain the
3D position data of an object in the covered area.

3.2 Malawi

An ongoing research project based in the Dzaleka refugee camp in Malawi investi-
gates the role of technology in enabling refugee entrepreneurial activity. Drawing on 25
structured interviews with refugee entrepreneurs, the multilevel and multidimensional
nature of refugee entrepreneurship was examined in an attempt to explore the challenges
refugee entrepreneurs face. Dzaleka refugee camp is located in Dowa District approx-
imately 45 km from Lilongwe, the capital city of Malawi. The camp houses refugees
from different countries such as the Democratic Republic of Congo, Burundi, Rwanda,
Somalia, and Ethiopia. Dzaleka refugee camp can thus be seen as a large and multi-
cultural African community as the refugees brought their own cultures and norms with
them from their native countries.

Interviews were conducted on a face-to-face basis by a local research assistant who
is also a refugee in the camp and has resided there since January 2015. The research
assistant was a student at the Global Education Movement (GEM) that provides access
to online degrees to refugee learners, an initiative by the Southern New Hampshire
University (SNHU). The research assistant speaks multiple languages and was trained
by the SNHU faculty to conduct qualitative research. The interviews were conducted in
French, English, Kinyarwanda, Kirundi, and Kiswahili which are all native languages of
the camp residents. Engaging with a native of the camp and conducting the interviews in
the native language helped in keeping the natural atmosphere and ensured the interpretive
validity of the research.

3.3 Sierra Leone

The ongoing research project in the Bonthe District of southern Sierra Leone involves
the design, implementation and scaling of a mobile health (mHealth) initiative. Exten-
sive field work and data collection commenced in 2015 and continues to take place
throughout 2022 with many researchers collecting data from a variety of stakeholders
including community health workers, mHealth project team members, NGOs involved
with the project and Government officials from the Ministry of Health and Sanitation in
Sierra Leone. Various challenges arose during data collection including Africa’s biggest
cholera outbreak in 2012 with 22,885 reported cases and 298 confirmed deaths (WHO
2013), a landslide in Freetown in 2017 which killed 1,141 people and left more than
3,000 homeless (World Bank 2017), and four major floods in the last 15 years which
have affected over 220,000 people and caused severe economic damage (World Bank
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2017). In addition, the most widespread Ebola virus outbreak in history occurred inWest
Africa between May 2014 and March 2016 affecting Guinea, Liberia and Sierra Leone.
According to the World Health Organization (2016) the total death toll in Sierra Leone
was 3,955 with 11,308 deaths in total attributed to Ebola across the affected countries
in West Africa.

3.4 AI Ethics in the Global South

This research project commenced in 2020 and examines Artificial Intelligence (AI)
ethics and AI ethical standards in the Global South. The research is inspired by huge
interest and growth in technology andAI, is an increasing corresponding discourse onAI
governance and ethics, leading to a proliferation of documentation, including policies,
strategies and frameworks from a variety of different agencies. Detailing approaches and
plans for dealing with the impact of AI in various sectors and fields, such documents
articulate the many social, legal, ethical and policy implications of autonomous and
intelligent systems. As of January 2022, more than 500 documents related to AI from a
range of sources have been produced (Fjeld et al., 2020; Jobin et al., 2019; Schiff et al.,
2021). Analysis of a corpus of largely ‘grey literature’ found blind spots in the literature
regarding both representation from the Global South and women (Roche et al., 2021). A
review of the role of underrepresented groups in the broader AI discourse reveals voices
from the Global South and consideration of marginalised populations are largely absent
from the conversation, with this suggesting careful consideration should be given to the
context in which research is conducted.

The proposed ethical frameworks and governancemodels are also reflective of power
structures within the society in which they are developed. As technology is “ultimately
influenced by the people who build it and the data that feeds it” (Chowdhury & Mulani,
2018), it is influenced by the cultural and social context. Similarly, any ethical frames of
reference are situated in their context, meaning there is a risk of ethnocentrism. It cannot
be assumed that ethical guidelines developed and accepted in a Global North context
can be applied directly in any other environment. As noted earlier, there are particular
challenges in collecting data in resource-constrained environments which can further
enhance the dominance ofWestern orNorthern research paradigms.Ownership of data in
these environments is also a difficulty with power shifting from traditional development
actors to corporations and public-private partnerships. While Kwet (2019) characterised
United States (US) dominance of the digital ecosystem in many African countries as
an insidious form of “digital colonialism”, Taylor and Broeders (2015) observed how
datafication is affecting power dynamics in the Global South. Concerned at the growth in
data collection and processing by large corporations in these countries, they identify the
risk of development interventions becoming a by-product of “informational capitalism”.
Within this context, it is therefore imperative that consideration is given to not only the
power structures at play but the ethical framework guiding the sourcing and collection
of data and the methodology underpinning the research approach adopted.
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4 Specific Challenges Associated with Data Collection in the Global
South

Asmentioned, the primary motivation for this paper is the authors’ personal experiences
of a wide variety of practical difficulties associated with collecting data in the Global
South and the dearth of literature on this topic. Personal experiences in the aforemen-
tioned research projects have shown that it is both challenging and extremely ambitious
for a researcher from theGlobal North to attempt any level of understanding of the social,
cultural, political and ethical nuances at play in these research projects in any signifi-
cantly way. Research in such contexts and settings is highly likely to involve multiple
interactions of ethical, structural, cultural, agential, political, social and technological
factors which the researcher may not fully understand and have little experience of. The
task at hand is made even more difficult when the researcher comes from a significantly
different social and cultural background and the research site is located thousands of
kilometres away from the researcher’s home and place of work. The following sub-
sections discuss these ethical, philosophical, social, cultural, and practical challenges in
more detail.

4.1 Finding and Accessing a Suitable Research Project

Those of us interested in conducting research in the Global South are likely to find it
difficult to negotiate access to a suitable project at a stagewhere research is appropriate or
even possible. There are currentlymany research projects at various stages of completion
around the world, but these projects may not be suitable as research sites for a variety of
reasons including: the project may be too small, the project may be at an inappropriate
stage of development, the project is already the subject of research fromother researchers
and institutions, or the project may be based in a country that is not possible to access
as a result of global politics, bureaucracy, war or disease epidemic. Additionally, many
such projects in the Global South do not allow access to external researchers for many
reasons including the disruption the researcher might potentially cause, the additional
costs the project implementer may have to incur, or the additional resources that may
need to be deployed or redeployed when the research visits the research site.

A further practical difficulty associated with research based in the Global South is
the likelihood that there will be a significant amount of additional work involved for
the researcher. This includes the work needed to establish the various networks and
collaborations required to carry out the research. This task is made more challenging
as many of these collaborations may be extensive and geographically dispersed. In
particular, NGOs may require extensive information about the nature of the research
and the research frameworks to be used, as well as the research questions and research
methodologies to be applied. They may also require details of how specifically the
research would be disseminated across partner NGOs and academic networks, and how
the research would be fed back to their people at community level in the field.

4.2 Poor Infrastructure and Difficulty of Travel

A number of practical and infrastructural issues in terms of accessing research partici-
pants are also likely to exist when researching in the Global South. Normally researchers
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from the Global North do not face significant difficulty getting a tourist visa, but get-
ting a research-specific visa may be troublesome requiring various documentation and
delayed approval processes (Musasa, 2021). Moreover, if the research is funded by a
time-critical grant, such delay may be costly in terms of fund utilisation. Once a visa
is secured, poor infrastructure and difficulty of travel may pose challenges in some
resource-poor countries. Issues such as water purity, food quality, and disease may pose
a significant health risk to the researcher. Researchers working in Europe and North
America have the opportunity to avail of public transport, power and light, security, and
are somewhat assured of their own personal safety. Research in the Global South may be
far more challenging when the researcher does not have a source of electricity to power
their laptop or a source of light to write notes by. Other practical challenges include the
difficulty of travel to the research sites, the vast size and unequal travel infrastructure,
and possible communication difficulties. In addition, there may be frequent obstructions
on the roads such as fallen trees and floods.

4.3 Remotely Managing Field Research Staff

An alternative to problems highlighted in the previous section might involve hiring a
local research assistants or a research team based in country. Hiring such local resources
could be beneficial since not only do they possess contextual knowledge, they may
also increase the interpretive validity of the study by conducting interviews in the local
language (Maxwell 2012). However, this comes with its own challenges. Firstly, it may
be difficult to find research assistants with the appropriate level of skills required to
assist with research at a satisfactory level. Any research assistant is required to have a
good working knowledge of research practices and principles. In addition, they will be
required to have good computer skills and an excellent knowledge of both English and
various local languages and dialects. Some project-specific requirements may also be
critical. For instance, the Bangladeshi project (Vairis et al., 2020) required the hiring of
a local technically competent person who could operate a 3D printer.

Once a good research assistant is found, the data collection protocol would need to be
clearly defined and to be clearly explained to the research assistant(s).While this ensures
that consistent data is collected from all participants, it also runs the risk of missing on
any important insights due to a lack of flexibility. For instance, in the Malawi project
there seemed to be a strong gender dimension in refugee entrepreneurship (Brown et al.,
2022) which could not be investigated further simply because gender-related aspects
were not part of the original data collection protocol. There is also the issue of their
positionality (Turner, 2010) in terms of how much of their interpretation is incorporated
(or otherwise) in the data collection and analysis process.

Despite this however, there are also possible practical issues when hiring research
assistants. In some cases, it may be difficult to hire research assistant due to visa regimes.
In the Sierra Leone, Malawi and Bangladesh cases the research assistants could be only
hired and paid unofficially via researchers’ own funds. Moreover, the fund transfers
often proved to be problematic since out of all researchers, fund transfer mechanisms
of only one researcher allowed transfer to Malawi. Such administrative process are
complex and frequently require time and creative solutions. Money transfers eventually
succeed but there are still monetary losses because of currency exchanges and bank
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fees. Even when such hiring and compensation mechanisms are resolved, there still may
be problems in working remotely with research field staff. Remote meetings depend on
internet availability and bandwidth, therefore, audio and particularly video calls are often
impossible. Furthermore, time zones require different team members to work unsocial
hours, sometimes late into the night or very early morning.

4.4 Social and Cultural Challenges that Come with Working the Global South

Perhaps most important are the social, cultural, and political challenges that come with
working in the Global South. Any researcher coming from an individualistic culture
may find it difficult to frame the norms and practises in collectivist culture. For instance,
as opposed to an individual reading the consent form and recording their consent, a
participant from a collectivist culture may wish to discuss it with their peer groups of
family (Roberts et al., 2017). The cultural difference may also reflect in the attribution
for success or failure. Participants from collectivist cultures may attribute success more
to a charismatic leader (Pillai, 1995) whereas failure will be considered to be due to a
lack of group effort (Yan and Hunt, 2005).

Another issuemay be in terms of recording the data being collected. Our own experi-
ence suggests that the participants from theGlobalNorth are not averse to their interviews
being recorded, given all the relevant protocols of informed consents are being commu-
nicated with the participating individuals transparently. In other parts of the world, we
found the concept of informed consents to be considered as strange and inappropriate.
In many cases, there is the existence of mistrust towards what are perceived as outsiders
due to previous negative experiences with research. Often, the respondents in Global
South countries or any vulnerable population within any country in the Global North are
hesitant to get their responses recorded due to possible repercussions from the author-
ities or anyone who is perceived as superior or in a position of power. For instance,
we have experience of a research project in India (not described in this paper) where
the participants did not wish to be recorded so that the recording could not be ‘used
against them’, not necessarily by the researcher but by anyone else who gets access to
those recordings. Similarly, in our research inMalawi participants were concerned about
informing us of the circumstances that led to them being in the refugee camp for the fear
that their governments may find out about their whereabouts based on the information
provided as part of the research project. This may be why some countries restrict data
collection on what they perceive to be sensitive topics or with sensitive groups. In such
cases, the researcher simply loses access to such vulnerable groups, such as Rohingyas
in Myanmar or Uyghurs in China.

4.5 Research Rigour and Ethical Challenges

In many cases, research entities from the Global North may have unrealistic and dis-
connected research standards which are assumed to be followed irrespective of the
geolocations and socio-cultural-political-economic realities in the ground in other parts
of the world. For example, the Rohingyas from Myanmar maintain a rich oral history
tradition due to the absence of the official alphabets for their language. Hence, whenever
a Rohingya researcher has tried to publish about the plights of her/his people in any
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western research venue using English or any other accepted western language, her/his
sources were considered to be not trustworthy or rigorous enough. Similarly, while we
were working with the Rohingyas, our research team from different Global North uni-
versities had to depend to multi-level translations and data collection process (English to
Bengali in the written format, then Bengali to Rohingya in the verbal format). Such com-
plex processes meant the risk of losing valuable information between several translated
iterations.

Also of relevance is the requirement to obtain ethical university from the University
andmany other bodies such as theNGO, theMinistry ofHealth and partner universities in
the host country in theGlobal South.This ismade complex asmanycountries havewidely
different requirements, for example some are regulating medical research while others
have strict requirements to be applied where data is to be collected from individuals
at community level. Also, privacy protection requirements across countries are often
different and diverse, and in some cases are in conflict with each other. This is all further
complicated by research funding entities who have their own requirements regarding
ethical approval and rules for such things as compensation to researchers in another
country. Conducting the fieldwork on the ground also raises ethical questions in terms
of the health and safety of the research assistants.

4.6 ‘BLACK SWAN’ Events

Even fieldwork is meticulously and carefully planned, some black swan events may
provide significant obstacles and cause significant delay to the work. A good example of
this is theSierraLeonemHealth projectwhichwas severely interrupted by theEbola virus
epidemic which occurred in West Africa between May 2014 and March 2016. Travel
to Sierra Leone was severely restricted during that time, and researcher’s university
would not approve research trips to any part of West Africa affected by Ebola. It was
also extremely difficult to contact any of the people involved in the mHealth project as
communications were poorer than normal and many key staff were redeployed to work
on Ebola projects and were thus unavailable and difficult to contact. The ongoing Covid-
19 pandemicwas another black swan event that significantly restricted data collection for
both the Malawi and Bangladesh projects. This was not just in terms of data collection
by the lead researchers, but also by local research assistants due to health risks and
government restrictions. Beyond epidemics and pandemics, socio-political conditions
may also be of relevancewhen planning and conductingfieldwork. This includes political
unrest, elections and changes of government. There are also likely to be institutional rules
from each university which may prohibit travel to what are perceived to be dangerous
or unstable countries, for instance currently Ukraine, Palestine, Afghanistan, Syria and
South Sudan.

5 Discussion and Conclusions

As we have discussed in the previous sections, the six authors involved with this paper
have significant experience of data collection in the Global South with previous sections
of the paper outlining the many and significant challenges we have experienced when
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conducting research in this context. Our experiences may serve to make any researcher
aspiring to work in such contexts fearful and reluctant! Despite the challenges associated
with data collection outlined in this paper however, we suggest that it is very rewarding
to carry out research in resource-constrained environments in the Global South with
different social, cultural, political and ethical contexts. This is particularly relevant when
the research being carried out has the potential to directly improve and enhance the
lives of the local population and thus is likely to help many of the poorest and most
disadvantaged people on the planet.

Our objective with this early-stage paper is to describe our experiences in the field
in order to highlight these data collection issues. The purpose of this work is not to
provide a significant contribution to either theory or practice, but instead we propose
to act as a catalyst to promote this conversation amongst researchers from the various
disciplines working in such situations. We note that this research-in-progress is not
specific to the ICT4D community, but we do see this work as having specific relevance
to this community for many reasons and we suggest that future iterations of this work
will have the potential to make a significant contribution to the ICT4D field. Thus, we
call on researchers and practitioners to further develop and expand this initial work in
significant and creative ways in order to make a contribution to both theory and practice.
Any such iteration of this work is highly likely to encourage and guide both experienced
and early-stage researchers in their work in the Global South.
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Abstract. This research-in-progress aims to study digital financial inclusion,
mediated by fintech, of Brazil’s micro and small business companies. Digital
financial inclusion is a critical factor in helping reduce social inequalities and pro-
mote economic growth, acting as a shortcut to achieve sustainable development
goals (SDGs). Digital technologies in the financial market bring the promise of
digital financial inclusion induced by fintech. However, the complexity of financial
systems leads us to explain better the business environment and the social context
of this phenomenon. Thus, we will conduct a case study on Brazilian Develop-
ment Bank (BNDES), the leading Development Finance Institution (DFI) and a
key actor in the financial inclusion agenda in Brazil that uses a digital platform to
partner with fintech and give credit loans to small businesses. We aim to produce
a framework to explain better the business environment of the digital financial
inclusion induced by fintech for micro and small business companies.

Keywords: Digital financial inclusion · Fintech · Business environment ·Micro
and small businesses · SDG

1 Introduction

This research-in-progress aims to study how to advance digital financial inclusion, medi-
ated by fintech, for small business companies in Brazil, given the business environment
and the social context encompassing technology, the financial market, and the policy
regulations.

Digital financial inclusion can be defined as the digital access to and use of formal
financial services by the underserved segments of society [9]. Also, it is a key factor in
achieving sustainable development and reducing social inequalities [38].

Digital technologies disrupt financial markets [13] and bring the promise of financial
inclusionmediated by fintech, as suggested by several studies. Gomber et al. [16],Milian
et al. [26], Lagna & Ravishankar [23], Gálvez-Sánchez et al. [14], Arner et al. [3], and
Sahay et al. [33] point to an increasing interest of the scientific community to research
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not only on fintech and financial inclusion but also on its effects on small businesses and
its relationships with sustainability.

One purpose of those new technologies is to offer better financial services [30], espe-
cially for poor individuals and small businesses companies, thus helping to advancefinan-
cial inclusion in terms of access, use, and quality [32] for those underserved segments
of the society.

Digital financial inclusion also has a relationship with sustainability. Sustainable
Development Goals (SDGs) are a part of the 2030 Agenda for Sustainable Development
that includes environmental, social, and economic dimensions and were adopted in
2015 by 195 countries, members of the United Nations, including Brazil. Relationships
have been identified between digital financial inclusion and all the 17 SDGs [38]. At
least five SDGs are directly linked with fintech for financial inclusion: SDG 5- Gender
Equality, SDG 8- Decent Work and Economic Growth, SDG 9- Industry, Innovation,
and Infrastructure, SDG 10- Reduced inequalities, and SDG 17 – Partnerships for the
Goals [3].

According to the MSME finance gap study [22], USD 5,2 trillion is the estimated
credit gap for themillions of formal and informal Small andMediumEnterprises (SMEs)
in developing countries. It is around 19% of the Gross Domestic Product (GDP) of the
128 economies comprised by the study.

Brazil has about 17,3 million small businesses, classified as individual microen-
trepreneurs (MEI) andmicro, small andmediumcompanies. Those small companies con-
tribute approximately 30%of theBrazilianGrossDomestic Product (GDP), representing
USD 430 billion on average [35].

Credit is an important tool of financial inclusion for small business companies.
However, especially in Brazil, small entrepreneurs have difficulties accessing credit and
quality banking services [29]. A study of the credit for the small businesses in Brazil
[15] pointed out that the credit demand overtakes the offers up to USD 33 billion, and
the credit gap for those small enterprises, considering the first quarter of 2021, is USD
10 billion, on average.

Beyond that, several innovations in financial systems are occurring worldwide and
in Brazil [25]. The Brazilian Central Bank (Banco Central do Brasil – BCB) is Brazil’s
leading bank system regulation of the National Financial System (Sistema Financeiro
Nacional – SFN). It has initiated on the year 2016 a series of procedures and rules,
revisited in 2019 at Agenda BC#, focused on five key aspects: inclusion, competition,
transparency, education, and sustainability. The Brazilian instant payment system (PIX)
and the open financial system, known as Open Banking, are being implemented as
innovations of this agenda [25].

This scenario brings opportunities but also poses challenges for governments, busi-
nesses, and civil society [38] and risks in terms of financial stability [17], cyber security
and hacking [30], network actors’ growth and service scale, as well as unexpected effects
of digital innovations [12].

This research aims to help to face these challenges using a qualitative approach with
a case study on the Brazilian Development Bank (Banco Nacional de Desenvolvimento
Econômico e Social - BNDES), the foremost Development Finance Institution (DFI) of
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Brazil, a government-owned bank, one of the major DFIs in the world and one of the
key actors on the financial inclusion agenda in Brazil [36].

The bank uses a digital platform, Canal MPME (which stands for Micro, Pequenas e
Médias Empresas, or Micro, Small and Medium Enterprises - MSMEs), to partner with
financial agents including fintech, which is the main tool to give credit loans to MSMEs
[4, 25].

Recent studies have proposed literature reviews on the thematic covered by this study.
Still, a gap remains in the body of knowledge on Management Information Systems
(MIS), as explained in the next section.

2 Formulating the Research Question: Initial Findings
from the Literature Review

Digital financial inclusion in the context of a digital revolution in financial services is
a complex phenomenon that allows for a qualitative approach where reality is socially
constructed [39].

We have found recent illustrative literature review studies on fintech [26], fintech for
financial inclusion [23], financial inclusion itself [14], and digital finance and SME [31,
44]. However, those initial results reveal a gap regarding the social context and business
environment related to digital financial inclusion, mediated by fintech, for micro and
small business companies and its impacts on SDGs.

The systematic literature review to be conducted in our study intends to use the
structured concept-driven approach proposed byWebster &Watson [41] to identify new
thematic areas and possibilities of research, thus contributing to the Information Systems
(IS) field.

Lagna & Ravishankar [23] argue that IS research on fintech for financial inclusion
should be more engaged and needs to consider the principles of making a responsible IS
research [19] and a better world with ICTs [40]. The authors have presented a literature
review that uses the “IS research on fintech” and the “ICT4D research on financial
inclusion” thematic to propose a new research agenda, “Fintech and the promise of
financial inclusion.”

One of the research opportunities identified in the Lagna&Ravishankar study [23] is
the “Business environment of fintech-led financial inclusion.” The authors agree that the
financial inclusion business environment is a complex phenomenon. This complexity
is also cited in studies such as Leonardi et al. [24] that illustrate the Corresponding
banking system implementation inBrazil, where technology is just one piece of a broader
network of financial inclusion with several actors like banks, retail stores, policymakers,
and customers.

Gomber et al. [18] also point to the complexity of the business environment, which
comprises the technology, the financial market, and the regulations involving finan-
cial services: “Financial services are created and delivered through complex systems
in business with processes, organizational and operational structures, human capital
and talent, and a variety of choice behaviors, subject to ethical, regulatory, and legal
restrictions” (p. 227).
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Joia & Cordeiro [20], studying fintech and financial inclusion, shed light on the
importance of public policies and a regulatory environment for fintech. The research
also points out that one of the drivers of fintech-induced financial inclusion should be to
assist in managing formal and informal micro and small businesses.

Following the financial inclusion thematic, Gálvez-Sánchez et al. [14] conducted a
literature review study showing a growing interest of the scientific community in fintech
research to advance financial inclusion and encourage further research investigation
between financial inclusion, the 2030 Agenda, and the SDGs.

These implementations need to come up way responsible and sustainably as a short-
cut to achieving Sustainable Development Goals (SDGs). Evidence shows gaps related
to digital financial inclusion and SMEs. On SDG 5- Gender Equality the small business
owned by women, faces an estimated credit gap of USD 1,7 trillion globally. Consid-
ering SDG 8- Decent Work and Economic Growth, projections show that, by 2030,
470 million employments are needed. Also, the unmet SME credit gap, until 2015, was
around USD 5 trillion. At SDG 9- Industry, Innovation and Infrastructure, SMEs have
constrained access to finance, especially in emerging economies [38].

Zhiqiang et al. [44] presented a study on digital financial inclusion and SMEs’
finance constraints, revealing that digital finance technologies influence the relationship
between SMEs and traditional banks. They also point out that local bank branches and
fintech can be game changers to reduce the effects of financial constraints for those small
businesses.

Zalan & Toufaily [43] also suggest that SMEs can benefit from the innovative tech-
nologies brought by fintech to reduce the side effects from risk-averse banks and do not
offer quality credit lending to these small businesses.

Regarding the business environment and social context of digital financial inclusion
mediated by fintech, Zalan & Toufaily [43] argue that fintech in the emerging markets
does not always disrupt the whole financial market but aims to partner with traditional
financial institutions, such as banks.

Toward this direction, Zalan & Toufaily [43] have proposed a framework based on a
qualitative approach that comprises a hybrid platform into a broader ecosystem. It allows
for partnership between banks and fintech (Fig. 1).

Although the framework was not designed to address the financial inclusion phe-
nomenon, Zalan & Toufaily [43] cite that the opportunity to promote financial inclusion
mediated by fintech was mentioned by several respondents during their research.

We believe Zalan & Toufaily model [43] can be used as a starting point for the
framework that will be constructed during our research for a number of reasons.

First, Application Programming Interfaces (APIs), located at the center of the hybrid
platform model, allow data exchange and communications between different organiza-
tions. As Zalan & Toufaily [43] point out, a collaboration between banks and fintech is
necessary to enable innovative solutions, and APIs are a key element in this scenario.

OpenAPIs are aDigital Financial Services (DFS)model that has emerged to facilitate
the integration between traditional banks and those new digital financial actors, mostly
fintech. The most recent innovations in the financial sector, like Open Banking, also
use APIs to exchange data between its participants [25, 42]. Moreover, OpenAPIs have
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shown the potential to foster financial inclusion [30] as they can reveal new business
models [8].

Second, the broader ecosystem proposed by Zalan & Toufaily model [43] surrounds
the hybrid platform and includes financial services’ actors in the social context that
encompasses technology, the financial market and the policy regulators. However, con-
sidering that DFIs are key actors in the financial inclusion agenda [25, 35], we propose
that development finance institutions must be considered in the framework that will be
developed during our research.

Third, considering the known challenge of digital financial inclusion and the business
environment of fintech mediated digital financial inclusion, we believe Zalan & Toufaily
model [43] can be a starting point to help answer the research question, “What is the
business environment and social context that encompasses the technology, the financial
market and the policy regulations that amplifies the digital financial inclusion, induced
by fintech, of Brazilian micro and small business companies?”.

Fig. 1. Zalan & Toufaily model intends to be used as a starting point for our research. Source:
Zalan & Toufaily [43]

In the next section, the proposed case study chosen to help find insights from the
research question will be explained.
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3 Case Study

To understand the phenomenon of Brazilian small business companies’ digital financial
inclusion, mediated by fintech, we intend to use an abductive approach [11] and the case
study methodology proposed by Pan & Tan [28].

The case study proposed in this research is the Brazilian Development Bank
(BNDES). This government-owned bank institution acts as a second-tier credit loan
for micro and small business companies and entrepreneurs. In this indirect model of
operation, the development bank passes along its money resources to financial agents,
which then deal loans with SMEs and entrepreneurs’ customers [7].

There is a number of reasons to choose BNDES as a case study. First, the bank is
the leading Development Finance Institution (DFI) in Brazil, founded in 1952, and one
of the major DFIs in the world. It has a significant role in helping SMEs and disbursed
in 2020 more than 34 billion Brazilian Reais (BRL) (around USD 6 billion) for more
than 460.000 Brazilian SMEs [5]. Also, BNDES is one of the key actors in the Brazilian
financial inclusion agenda [36].

Second, it is possible to identify relationships between the financial inclusion of
SMEs and the growing partnership with fintech on the BNDES long-term agenda and
impact deliveries for society [6]. Moreover, other DFIs worldwide, like KfW Develop-
ment Bank from Germany [21] and Agence Française de Développement in France [2],
are also establishing partnerships with fintech to promote financial inclusion.

Third, the bank participates in the digital financial inclusion business environment
in Brazil using a digital platform as one of the main tools to give credit to SMEs. Canal
MPME allows for business partnerships between financial agents, including fintech,
and it was conceived and developed by BNDES internal teams. It uses Application
Programming Interfaces (APIs) for data exchange and communication with the fintech
authorized to act asBNDESfinancial agents. Since its launch in 2017, the digital platform
has contracted more than BRL 1,9 billion, around USD 350 million, in credit and has
approved more than 13.000 proposals. Brazilian micro and small business companies
represent 98% of these operations [4, 25].

At last, DFIs play a key role in promoting Agenda 2030 [10]. For instance, BNDES
is promoting a shift in disbursements for SDG 8, which is closely related to SME loans,
which experienced a significant growth from 32,2% (BRL 28,4 billion) of the total
disbursement in 2016 to 48,0% (BRL 31,2 billion) in 2021 [10].

Given this scenario and based on the future findings of the case study, our research
aims to advance the framework (Fig. 1) proposed by Zalan & Toufaily [43], as will be
explained in the next section.

4 Proposed Research Design and Expected Contributions to the IS
Field

The complexity of the financial information systems business environment phenomenon
leads us to consider those three dimensions of our research design: the technology, the
financial market, and the regulation.
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Taking Zalan & Toufaily’s [43] framework as a starting point, our study will consist
of three phases to encompass those three dimensions in our future framework proposal.

In the first phase, we aim to conduct a systematic literature review to advance the-
oretical contributions in IS field. Topics include the advances on the financial inclusion
agenda in Brazil, considering the digital financial inclusion induced by fintech, financial
inclusion and SMEs, and the relationships with SDGs. The findings of the systematic
literature review will also help to choose the theoretical models that will be used in our
study.

The secondphase of the studywill be data gathering and analysis. Primarydatawill be
collected by semi-structured interviews conducted with the following actors: employees
from several organizational levels, ranging from technology to business areas, from
operational to managerial levels, and that deal with fintech partnerships and SME credit
lending from BNDES. CEOs and CTOs from different sizes of Canal MPME partner
fintech companies, as well as representatives of ABFINTECHS [1], the primary fintech
hub association in Brazil will also be interviewed. Our research plans to interview small
business entrepreneurs that have and have not used Canal MPME to get loans from
fintechs and, at last, employees of BCB that deal with the policy regulation of fintech
and financial inclusion.

These data will be codified using the approach suggested by Saldaña [34]. A
qualitative data analysis software tool will also be considered [37].

Then, the data will be complemented by researcher observations and financial inclu-
sion workshops conducted with the study participants. Also, we plan to confront those
data with secondary data analysis such as internal organizational reports from BNDES,
partner fintech companies, andBCB.At last, we intend to use news related to the research
on the media and the social networks as another source of secondary data.

The coding categories will come from the framework Zalan & Toufaily [43] that
will be used as a starting point for our research and from the literature review. Other
categories will arise from the case study.

In the third phase of the study, we will adjust and validate the proposed framework
using a round of specialists, as indicated by the Delphi method approach [27].

In our research, we aim to produce a framework that contributes to IS field and helps
to explain better the business environment of the digital financial inclusion induced by
fintech for micro and small business companies. We believe this future framework can
be used as a tool to advance digital financial inclusion and to guide scholars, practition-
ers, policy regulators, development finance organizations, fintech companies, and their
associations.
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