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Background
The rapid development and proliferation of large language models (LLMs)
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Source: a blog post by Brian Wang

https://www.nextbigfuture.com/2023/04/timeline-of-open-and-proprietary-large-language-models.html


Background
• Benchmarking as a standard approach to evaluating LLMs


• Benchmark is a collection of datasets, task-specific metrics, and an aggregation 
procedure
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The SuperGLUE public leaderboard [1]

https://super.gluebenchmark.com/leaderboard


Alan Turing sitting on a bench

Background
• Benchmarking is becoming more complex: 


• TURINGBENCH [2]: the Turing test in 
natural language generation


• BigBench [3]: more than 100 tasks


• HELM [4]: user-oriented evaluation 
scenarios


• MMLU [5]: massive multi-task language 
understanding
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The distribution of resources in the world’s languages [6]. The size 
of the gradient circle represents the number of languages in the 

class. The color spectrum represents the total speaker population 
size from low to high.

Low linguistic diversity in NLP
• NLP is generally focused on English
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Cross-lingual 
benchmarks


XTREME [7] 
XGLUE [8]

Monolingual 
benchmarks


FLUE [9] 
KLEJ [10]

The distribution of resources in the world’s languages [6]. The size 
of the gradient circle represents the number of languages in the 

class. The color spectrum represents the total speaker population 
size from low to high.



Low linguistic diversity in NLP
• NLP is generally focused on English
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Russian is not well-addressed

Cross-lingual 
benchmarks


XTREME [7] 
XGLUE [8]

Monolingual 
benchmarks


FLUE [9] 
KLEJ [10]

The distribution of resources in the world’s languages [6]. The size 
of the gradient circle represents the number of languages in the 

class. The color spectrum represents the total speaker population 
size from low to high.



Low linguistic diversity in NLP
• Our contribution:


• Russian SuperGLUE (Russian General Language Understanding Evaluation)


• RuCoLA (Russian Corpus of Linguistic Acceptability)


• RuATD (Russian Artificial Text Detection)
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A multi-task benchmark designed analogically to SuperGLUE for English

A single-task benchmark designed similarly to CoLA for English [11]

A two-task benchmark modelled after the Turing test [12]



Turing test in natural language generation
• Humans struggle to identify neural texts
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Humans’ explanations of why GPT3 texts are human-like 
(left) or model-like (right) [13]
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Humans’ explanations of why GPT3 texts are human-like 
(left) or model-like (right) [13]

Benchmarks


TURINGBENCH [2] 
M4 [14]

Detectors


TF-IDF [15] 
RoBERTa [16]



Turing test in natural language generation
• Humans struggle to identify neural texts
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Humans’ explanations of why GPT3 texts are human-like 
(left) or model-like (right) [13]

Most existing detectors are not:


• interpretable


• robust to unseen generative LLMs

Benchmarks


TURINGBENCH [2] 
M4 [14]

Detectors


TF-IDF [15] 
RoBERTa [16]



Turing test in natural language generation
• Our contribution:


• A novel artificial text detector based on Topological Data Analysis (TDA)
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Outperforms/performs on par with existing detectors in 3 domains 
Interpretable and more robust to unseen GPT2 models



Aggregation procedures in NLP benchmarking

• The arithmetic mean is commonly used to rank 
LLMs on multi-task benchmarks, but:


• Implies that all metrics are homogeneous


• Declares the models best even if they 
outperform the others only on the outlier tasks
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Saturation of the SuperGLUE benchmark over time 
based on the arithmetic mean aggregation [3]



Aggregation procedures in NLP benchmarking
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New evaluation principles


Pareto efficiency [17] 
DynaScore [18]

Saturation of the SuperGLUE benchmark over time 
based on the arithmetic mean aggregation [3]

• The arithmetic mean is commonly used to rank 
LLMs on multi-task benchmarks, but:


• Implies that all metrics are homogeneous


• Declares the models best even if they 
outperform the others only on the outlier tasks



Aggregation procedures in NLP benchmarking

10

How to aggregate performances? Saturation of the SuperGLUE benchmark over time 
based on the arithmetic mean aggregation [3]

• The arithmetic mean is commonly used to rank 
LLMs on multi-task benchmarks, but:


• Implies that all metrics are homogeneous


• Declares the models best even if they 
outperform the others only on the outlier tasks

New evaluation principles


Pareto efficiency [17] 
DynaScore [18]



Aggregation procedures in NLP benchmarking

• Our contribution:


• Vote’n’Rank, a framework for ranking and selecting the best-performing LLMs


• Re-interpreting standard NLP and multi-modal benchmarks
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8 novel performance aggregation procedures based on the social choice theory

4 case studies conducted on the GLUE [19], SuperGLUE, and VALUE [20] benchmarks



Research goal
• Develop standardised evaluation resources and tools that:


• provide an exhaustive comparison of existing and upcoming LLMs for Russian

12



Research goal
• Develop standardised evaluation resources and tools that:


• provide an exhaustive comparison of existing and upcoming LLMs for Russian


• enable the inclusion of Russian into the cross-lingual research directions

12



Research goal
• Develop standardised evaluation resources and tools that:


• provide an exhaustive comparison of existing and upcoming LLMs for Russian


• enable the inclusion of Russian into the cross-lingual research directions


• address practical aspects of benchmarking and artificial text detection
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Russian SuperGLUE: A Russian Language Understanding 
Benchmark
EMNLP 2020



Tasks
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MRC=machine reading comprehension. WSD=word sense disambiguation. NLI=natural language 
inference. Coref.=coreference resolution.



Empirical evaluation
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• The BERT-based LLMs underperform humans on most NLU tasks


• The LLMs the exceed the human level on RUSSE (word sense disambiguation)



Retrospective
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The performance gap between humans and LLMs: 25.8 —> 4.9 

More than 2,000 private submissions



Read and Reason with MuSeRC and RuCoS: Datasets for 
Machine Reading Comprehension for Russian 

COLING 2020



Dataset creation
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Filtering:

LLMs

Generating

triples

Parsing

news

Filtering:

frequency Filtering:


humans



Empirical evaluation
• ruBERT-base performs the best 

among the baselines


• Performance gap between humans 
and LLMs:


• MuSeRC: 9 (Macro-average F1) & 
8.4 (exact match)


• RuCoS: 58.6 (F1-score) & 58.5 
(exact match)

F1=F1-score; EM=exact match.

19



Retrospective
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• Nowadays, the LLMs match or outperform humans on these tasks


• The best-performing LLMs:


• FRED-T5 (SaluteDevices)


• RuLeanALBERT (Yandex Research)


• YaLM (Yandex)


• Russian takes the third place regarding the number of machine reading 
comprehension resources [21]



RuCoLA: Russian Corpus of Linguistic Acceptability
EMNLP 2022



Task
• Formulation: binary classification


• Metrics: Matthews Correlation 
Coefficient (MCC) & accuracy (Acc.)


• Categories: morphology, syntax, 
semantics, and hallucinations
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Corpus creation
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In-domain set Out-of-domain set

Annotating 
acceptabiliy

Generating 
sentences

Annotating

violation categories



Empirical evaluation
• ruRoBERTa achieves the best results 

among the LLMs


• The LLMs generalise well to the out-of-
domain set


• The human performance is higher on the 
out-of-domain set, which can be attributed 
to the “unnaturalness” of the machine-
specific features


• LLMs are least sensitive to morphological 
and semantic violations
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Retrospective
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Still challenging for LLMs and humans 

RuCoLA-based models were used for filtering the Russian DALL-E’s pretraining corpus



Example of generating fake product reviews [22]

Findings of the RuATD Shared Task 2022 on Artificial Text 
Detection

Dialogue 2022



Method

N=average number of tokens; %=percentage of high-frequency tokens; SD=strategic documents; 
RNC=Russian National Corpus.
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Empirical evaluation
• In total, 38 submissions:


• 30 submissions (the first task)


• 8 submissions (the second task)


• The performance depends on the length 
(the higher the length, the better)


• Authorship attribution for language 
generation is not trivial


• Humans achieve only 0.66 accuracy
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Retrospective
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• Transformer-based detectors outperform humans by up to 16.3% of the 
accuracy score


• The RuATD benchmark has been included in the SemEval-2024 task on multi-
generator, multi-domain, and cross-lingual artificial text detection [14]



Artificial Text Detection via Examining the Topology of Attention 
Maps

EMNLP 2021

ChatGPT: “The LLMs have become a powerful tool for generating text 
that closely resembles human language, but their misuse can have serious 
consequences. Misuse can lead to the amplification of biases present in the 
training data, the generation of misinformation, and privacy violations. 
Therefore, it is important to use these models responsibly, with careful 
consideration of the potential risks involved.”



Method
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Example of filtration

Example of the attention map (left) and barcodes (right)



Method
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Computing

Attentions Computing features

Training

detector

Predicting:

human or LLM?

/



Empirical evaluation
• TDA-based detectors:


• outperform the count-based and neural 
baselines


• perform on par with the finetuned BERT
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Accuracy scores (in %). SLOR is an acceptability measure that accounts for 
length and unigram probability [26]



Empirical evaluation
• TDA-based detectors:


• outperform the count-based and neural 
baselines


• perform on par with the finetuned BERT


• more generalisable to unseen GPT-2 
LLMs, but perform slightly worse on the 
GPT-2-small test set
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Accuracy scores (in %)



Retrospective
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• TDA is becoming more popular in NLP


• ATD is becoming more and more difficult


• Our methodology has been adapted to:


• promote new state-of-the-art results in speech processing tasks [23]


• reach the human-level performance in acceptability judgments tasks [24]



Example of saturated benchmarks [25]

Vote’n’Rank: Revision of Benchmarking with Social Choice 
Theory

EACL 2023
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voter
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Method
• Aggregation procedures:


• Scoring rules


• Iterative scoring rules


• Majority-relation based rules


• Scenarios:


A. Basic aggregation


B. Weighted aggregation


C. Two-step aggregation
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Voter=task; elector=interim ranking. 1/N=task group weight.



Method
• Scoring rules: the total score for the system is the 

sum of scores in each task based on the scoring 
vector c. 


• System scores, where |M| is the number of systems:


• Plurality rule: c = (1, 0, …, 0)


• Borda rule: c = (|M| - 1, |M| - 2, …, 1, 0)


• Dowdall rule: c = (1, 1/2, …, 1/|M|)

A = 2; B = C = D = 1

B = 9, C = 8, D = 7, A = 6

A = B = 2.75, C = 2.5, D = 2.41
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Method
• Iterative scoring rules: having c, let us 

iteratively calculate the total score of the system. 
Stop the procedure when it is impossible to 
break ties or there is only one alternative left.


• Threshold rule: c = (1, 1, …, 1,1, 0)

C = 5, B = D = 4, A = 2


The worst ranking matters the most 
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Method
• Iterative scoring rules: having c, let us iteratively 

calculate the total score of the system. Stop the 
procedure when it is impossible to break ties or 
there is only one alternative left.


• Baldwin rule: c = (|M| - 1, |M| - 2, …, 1, 0),  (|M| - 
2, |M| - 3, …, 1, 0, 0), …, (1, 0, …, 0) and 
discards systems with the minimum sum of 
scores at each iteration.

Relies on Borda: B = 9, C = 8, D = 7, A = 6


Eliminates A and uses c = (2, 1, 0): B = 6, C = 5, D = 4


Eliminates D and uses c = (1, 0): B = 3, C = 2 

Example for the Baldwin rule.
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• Majority-relation based rules 

•

B is the CW


Selects the system that dominates all systems


in pair-wise comparison

Method
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• Majority-relation based rules 

•

B = 3, C = 1, D = -1, A = -3


Selects a system that wins more than loses

Method
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• Majority-relation based rules 

•

B = 0, C = D = A = -3


Selects a system with a 
minimum number of defeats

Method
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Empirical evaluation
• Baselines:


•          : the arithmetic mean aggregation


•          : the geometric mean aggregation


•          : optimality gap [26], an aggregation metric that identifies the amount by which the 
system fails to get a minimum score of 0.95


• Case studies:


1. Re-interpreting benchmarks: GLUE, SuperGLUE, VALUE


2. Robustness to omitting scores


3. Ranking based on user preferences
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Re-interpreting benchmarks

Humans still can take the leading positions!
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Robustness to omitting scores

More robust, but Minimax is indecisive on VALUE

46

Computing

Spearman correlation

Omitting

N values

“gold”

standard

Repeat

100 times



Ranking based on user preferences

Best-performing systems get penalised for low efficiency and satisfactory fairness

Efficiency FairnessPerformance

(GLUE)
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Ranking: A, B, C



Other contributions
• Developing & evaluating LLMs: 

• mGPT: Few-shot Learners Go Multilingual (TACL 2023, to be presented at EMNLP 2023)


• BLOOM: A 176B-Parameter Open-Access Multilingual Language Model (under review at JMLR)


• A Family of Pretrained Transformer Language Models for Russian (under review)


• Creating probing suites (*ACL Workshops): 

• RuSentEval, Morph Call, Shaking Syntactic Trees (Perturbations)


• Organised conference events: 

• NLP Power! The First Workshop on Efficient Benchmarking (ACL 2022)


• Tutorial on Artificial Text Detection (INLG 2022)
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Publications
• RussianSuperGLUE: A Russian Language Understanding Evaluation Benchmark. 

Tatiana Shavrina, Alena Fenogenova, Anton Emelyanov, Denis Shevelev, 
Ekaterina Artemova, Valentin Malykh, Vladislav Mikhailov, Maria Tikhonova, 
Andrey Chertok, and Andrey Evlampiev. EMNLP 2020. CORE A.


• Read and Reason with MuSeRC and RuCoS: Datasets for Machine Reading 
Comprehension for Russian. Alena Fenogenova, Vladislav Mikhailov, and Denis 
Shevelev. COLING 2021. CORE A.


• RuCoLA: Russian Corpus of Linguistic Acceptability. Vladislav Mikhailov*, 
Tatiana Shamardina*, Max Ryabinin*, Alena Pestova, Ivan Smurov, and Ekaterina 
Artemova. EMNLP 2022. CORE A.
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* denotes equal contribution

https://aclanthology.org/2020.emnlp-main.381.pdf
https://aclanthology.org/2020.coling-main.570.pdf
https://aclanthology.org/2020.coling-main.570.pdf
https://aclanthology.org/2022.emnlp-main.348.pdf


Publications
• Findings of the RuATD Shared Task 2022 on Artificial Text Detection in Russian. 

Tatiana Shamardina*, Vladislav Mikhailov*, Daniil Chernianskii, Alena Fenogenova, 
Marat Saidov, Anastasiya Valeeva, Tatiana Shavrina, Ivan Smurov, Elena Tutubalina, 
and Ekaterina Artemova. Dialogue 2022. Scopus.


• Artificial Text Detection via Examining the Topology of Attention Maps. Laida 
Kushnareva*, Daniil Cherniavskii*, Vladislav Mikhailov*, Ekaterina Artemova, Serguei 
Barannikov, Alexander Bernstein, Irina Piontkovskaya, Dmitri Piontkovski, and 
Evgeny Burnaev. EMNLP 2021. CORE A.


• Vote’n’Rank: Revision of Benchmarking with Social Choice Theory. Mark Rofin*, 
Vladislav Mikhailov*, Mikhail Florinskiy*, Andrey Kravchenko, Elena Tutubalina, 
Tatiana Shavrina, Daniel Karabekyan, and Ekaterina Artemova. EACL 2023. CORE A.
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* denotes equal contribution

https://www.dialog-21.ru/media/5789/shamardinatplusetal122.pdf
https://aclanthology.org/2021.emnlp-main.50.pdf
https://arxiv.org/abs/2210.05769


Thank you for your attention
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