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Imagine how it would be if different types of users of Social and 

Assistive Robots (SARs) would be able to use the same robot
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Persona
Eve, 85 years old, lives at 

home on her own

Image source: 
https://upload.wikimedia.org/wikipedia
/commons/thumb/3/31/Noto_Emoji_O
reo_1f475.svg/768px-
Noto_Emoji_Oreo_1f475.svg.png
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1. Informed 

consent

2. Other 

people 

around
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Possible scenarios with social and 
assistive robots used within home- and 

healthcare

Photo credit: Diana Saplacan

robot look vs. robot capabilities vs. security vs. privacy vs. safety vs. 

context of use



The problem of the robots that may look too cute – may also lead

to you trusting them more
”But then, again, to bring it into robotics world and to physical robots, I think that’s equally important to look at the diversity of robots that are made, and also how they
have been made to look, you know. And you know, who they are accomodating to. *cause I think that’s interesting to see as well, when you look at the different 
robot designs (…) In what cultures are they made, you know, how? Where are they made to look like they look? And of course, maybe that is one of the problems with the 
more humanoid robots in who’s image are the humanoid robots made, and they are not necessarily very accomodating in two different cultures and ethnicities. So, that is, 
definirely, also I think an interesting question, when it comes to design, and I think we see some interesting robot design as well.”

”I always show that Japanese Lovot, which is so cute, I mean, How they have, you know, tried to explore design, tried to make the robots more, you know, cuter
(in japanese Kawaii). I think we should bear in mind what happens with using this concept on our work – it is because of the robots and how we see them, for 
example if we make them too cute.

”it’s a little menacing that you would probably allow it to do anything you know. So, that is also one side I think about the design, but at the same time, it’s probably, you
know, like it’s with the PARO as well, it’s more likeable for more people.”

”Yeah, but this can also lead to deception, because it might be very menanacing, a very menancing robot which looks cute, and you trust it, you know, it increases your
trust towards it. It’s more, not that it will hurt you or something, but it might collect data that you don’t want to be collected.”

http://www.parorobots.com/

Robot look vs. robot capabilities vs. privacy vs. transparency

Examples from Saplacan et al. (to be submitted, 2022). Robots and Boundary Objects: A Study from the Nordic Context presenting experts’ views on Social and Assistive

Robots in home- and healthcare. Book chapter in Cambridge Handbook on Law, Policy, and Regulations for HRI. Cambridge University Press. 

This Photo by Unknown

Author is licensed under 

CC BY

This Photo by Unknown Author is 

licensed under CC BY-NC

https://grendz.com/pin/10535/
https://creativecommons.org/licenses/by/3.0/
https://www.flickr.com/photos/20697369@N00/59578555
https://creativecommons.org/licenses/by-nc/3.0/


Toys as connected devices used in 

therapy sessions

• Concrete example: a connected device (e.g., a robot, Romibo) is 

marketed and sold by the manufacturer as a toy – but it is, in 

practice used as a medical device (e.g., with people with Autism)

• The robot was recognized as a medical device in U.S., and as a 

toy in Europe - according to an informant

• The manufacturer/producer does not conform with all the 

health/data standards regarding privacy, confidentiality, safety –

only with the Toy Directive

• The take-away points: 
• The design issue: the robot does not have a mouth – the children with

Autism do not know where the sound comes from

• The manufacturer has currently the power to decide how the connected

device should be sold. This has implications on the user and the user data.

• If a robot is assessed as a medical device, a medical device should not be 

used all the time (e.g., mental health issue)

https://origami.qolt.cs.cmu.edu/

https://www.nrk.no/vestfoldogtelemark/_-sprakrobot-

_romibo_-er-ikke-bra-nok-1.14005371

robot look vs. robot capabilities vs. accountability vs. how

the robot is used in practice

Examples from Saplacan et al. (submitted, 2022). Robots and 

Boundary Objects: A Study from the Nordic Context presenting

experts’ views on Social and Assistive Robots in home- and 

healthcare. Book chapter in Cambridge Handbook on Law, 

Policy, and Regulations for HRI. Cambridge University Press. 

https://origami.qolt.cs.cmu.edu/
https://www.nrk.no/vestfoldogtelemark/_-sprakrobot-_romibo_-er-ikke-bra-nok-1.14005371
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https://imaii.files.wordpress.com/2010/02/robotlight.jpg

So what do we

know about

SARs as AI-

based robots?

https://imaii.files.wordpress.com/2010/02/robotlight.jpg


Identified Ethical Challenges with Social and Assistive 

Care Robots

1) Lack of legal framework and harmonized 

standards regulating AI and (care) robots

2) Decreased human contact

3) The elderly feeling objectified and that they 

lose control (over their data)

4) The elderly perceiving that their privacy is 

lost

5) The elderly feeling deception and 

infantilization

6) The elderly’s concern on who is responsible

Photo: MECSSaplacan, D.; Khaksar, W.; Torresen, J. (2021), On Ethical Challenges Raised by Care Robots: A Review of the Existing Regulatory-, Theoretical-, and 

Research Gaps, In Proceedings of the 2021 IEEE International Conference on Advanced Robotics and Its Social Impacts (ARSO) Virtual Conference, July 8-

10, 2021. IEEE Robotics and Automation Society. ISBN 978-1-6654-4952-6. Paper 38. s 219 - 226, https://ieeexplore.ieee.org/document/9542844

Photo: Diana 

Saplacan

https://www.mn.uio.no/ifi/english/people/aca/dianasa/Multimodal Elderly Care Systems (MECS), Vulnerability in Robot Society (VIROS)
https://ieeexplore.ieee.org/document/9542844


Identified Opportunities with Social and Assistive Care Robots

• Robots can help with routine, manual and repetitive tasks

• Robots may transport medicine

• Robots may balance the feeling of loneliness and anxiety

• Robots may allow the care-receiver to interact remotely with care-takers

• Robots may save time in the rehabilitation process

• Robots may provide accurate and real-time health data

• Robots may prevent falls

• Robots may provide reminders, or help with household chores

• Conclusion: the benefits may outweight some of the ethical concerns or challenges

Photo: MECS

Photo: Diana 

Saplacan

Saplacan, D.; Khaksar, W.; Torresen, J. (2021), On Ethical Challenges Raised by Care Robots: A Review of the Existing Regulatory-, Theoretical-, and 

Research Gaps, In Proceedings of the 2021 IEEE International Conference on Advanced Robotics and Its Social Impacts (ARSO) Virtual Conference, July 8-

10, 2021. IEEE Robotics and Automation Society. ISBN 978-1-6654-4952-6. Paper 38. s 219 - 226, https://ieeexplore.ieee.org/document/9542844

https://ieeexplore.ieee.org/document/9542844


Robots within home- and healthcare

D. Saplacan and J. Torresen, "Healthcare Professionals´ Attitudes towards the Organization of Care Services and the Adoption of Welfare Robots in Norway," 2022 IEEE International Conference on Advanced Robotics and Its Social Impacts 

(ARSO), 2022, pp. 1-8, doi: 10.1109/ARSO54254.2022.9802979.

Diana Saplacan and Jim Tørresen. 2022. Robots as Welfare Technologies to Reduce Falls Amongst Older Adults: An Explorative Study from Norway. In Human Aspects of IT for the Aged Population. Technology in Everyday Living: 8th 

International Conference, ITAP 2022, Held as Part of the 24th HCI International Conference, HCII 2022, Virtual Event, June 26 – July 1, 2022, Proceedings, Part II. Springer-Verlag, Berlin, Heidelberg, 88–106. https://doi.org/10.1007/978-3-

031-05654-3_6

• Robots as welfare technologies

and how social and assistive

robots used in home- and 

healthcare challenge the notion of 

welfare

• Privacy, security, and safety

issues of robots to be used with

vulnerable users

• The challenge of introducing

social and assistive robots within

home- and healthcare services

https://doi.org/10.1007/978-3-031-05654-3_6


What we also know: AI and Human Rights

Fjeld, Jessica, Nele Achten, Hannah Hilligoss, Adam Nagy, and Madhulika Srikumar. "Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based
Approaches to Principles for AI." Berkman Klein Center for Internet & Society, 2020. Available at: http://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420 │ WHO, “The
Right to Health,” Office of the United Nations High Commissioner for Human Rights, Fact Sheet No. 31. [Online]. Available:
https://www.ohchr.org/documents/publications/factsheet31.pdf

http://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420


What we also know: Themes amongst AI 

principles

Fjeld, Jessica, Nele Achten, Hannah Hilligoss, Adam Nagy, and Madhulika Srikumar. "Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based Approaches to Principles for AI." Berkman Klein Center for Internet &
Society, 2020. Available at: http://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420



What we also know: Ethical guidelines: Ethics

of AI (UNESCO)

VALUES:
• Respect, protection and promotion of human rights and fundamental 

freedoms and human dignity

• Environment and ecosystem flourishing

• Ensuring diversity and inclusiveness

• Living in peaceful, just and interconnected societies 

PRINCIPLES
• Proportionality and Do No Harm 

• Safety and security

• Fairness and non-discrimination

• Sustainability

• Right to Privacy, and Data Protection 

• Human oversight and determination

• Transparency and explainability

• Responsibility and accountability

• Awareness and literacy 

• Multi-stakeholder and adaptive governance and collaboration UNESCO Digital Library, “Draft text of the Recommendation on the Ethics of Artificial Intelligence,” 2021. 

https://unesdoc.unesco.org/ark:/48223/pf0000377897 (accessed Aug. 10, 2021).



What we also know: 

Directives:

Universal Design – European Accessibility Act (EU 2019/882)
• European Accessibility Act: A 

directive on accessibility

requirements

• Aims to a well-functioning of the 

European ”internal market for 

accessible products and services, by 

removing barriers created by 

divergent rules in Member States”

https://ec.europa.eu/social/main.jsp?catId=1202 

https://ec.europa.eu/social/main.jsp?catId=1485&langId=en

https://ec.europa.eu/social/main.jsp?catId=1485&langId=en
https://ec.europa.eu/social/main.jsp?catId=1485&langId=en


What we also know:

Ethical Values in AI based technologies

• On Values:
• Value is typically associated with what is “good” or 

“desirable.” 

• Rather than being descriptive, values are normative and 

express what is “good.”

• EU High-Level Expert Group on AI + IEEE 

formulated ethical principles and moral values that 

should be adhered to design and deployment of AI

1. Respect for autonomy

2. Non-maleficence

3. Fairness

4. Transparency

5. Explainability

6. Accountability.

• Value-Sensitive Design (VSD) (see Friedman, 1996)

Ethics in AI:

Some of these papers talk whether we can embed 
ethics and values in AI and how.For instance, Dignum et 
al. (2018) propose the idea of:

• Ethics by design: designing technologies with 
ethics in mind.

• Ethics for design: following standards, legal 
aspects, rules etc.

• Ethics in design: how we think about design of 
algorithms, AI, technologies: what are our moral 
theories, ethical theories. Often Values Sensitive 
Design is discussed. 

• AI systems: technical artifacts, human agents, and 
institutions, artificial agents and certain technical 
norms that regulate interactions between artificial 
agents and other elements of the system. 

Friedman, Batya. 1996. “Value-Sensitive Design.” ACM Interactions, 1996. https://old.vsdesign.org/publications/pdf/friedman96valuesensitivedesign.pdf. │Friedman, Batya, and David Hendry. 2019. 

Value Sensitive Design: Shaping Technology with Moral Imagination. Cambridge, Massachusetts: The MIT Press. │Dignum, Virginia. 2018. “Ethics in Artificial Intelligence: Introduction to the Special 

Issue.” Ethics and Information Technology 20 (1): 1–3. https://doi.org/10.1007/s10676-018-9450-z. │ Dignum, Virginia, Matteo Baldoni, Cristina Baroglio, Maurizio Caon, Raja Chatila, Louise Dennis, 

Gonzalo Génova, et al. 2018. “Ethics by Design: Necessity or Curse?” In Proceedings of the 2018 AAAI/ACM Conference on AI, Ethics, and Society, 60–66. AIES ’18. New York, NY, USA: Association 

for Computing Machinery. https://doi.org/10.1145/3278721.3278745. 

https://old.vsdesign.org/publications/pdf/friedman96valuesensitivedesign.pdf
https://doi.org/10.1007/s10676-018-9450-z
https://doi.org/10.1145/3278721.3278745
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This means that we should embed

values in the design of robots 

• Respect, protection, and promotion of

human rights

• Ensuring diversity and inclusiveness

• Ensure accessibility of SARs for diversity

of users

• Operationalize the values to be embedded

in the design of SARs robots
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But HOW to 

do this?

How to implement values in the design and interaction of robots? 

How to let values guide our design of SARs?



What we also know: 

About abilities/disabilities and robots

“Kittay (2011) argues that human beings form dependencies 

relationships with others at various stages in their lives, where 

they may depend more or less on others. She argues that being 

less abled is an inherent characteristic of humans (Kittay

2011). She states: “From this perspective, we reason that our 

societies should be structured to accommodate inevitable 

dependency within a dignified, flourishing life – both for the 

cared for and for the carer. Finally, if we see ourselves as 

always selves-in-relation, we understand that our sense of well-

being is tied to the adequate care and well-being of another. 

Caregiving work is the realization of this conception of self, 

both when we give care generously and when we receive it 

graciously” (Kittay 2011, p. 54, in Saplacan, 2020)

• On situated abilities as a salutogenic (as opposed to pathogenic

approach) focusing on individuals’ low or high abilities on an 

ability spectrum

• Promotes the idea of seeing our selves in relation to others

Saplacan, D. (2020). Situated Abilities: Understanding Everyday Use of ICTs. PhD Thesis. University of Oslo.



Proposing a Universal Design framework for Design of SARs

Universal Design: Definition and History

• “The design of products and 

environments to be usable by 

all people, to the greatest extent 

possible, without the need for 

adaptation or specialized 

design.”  (R. Mace, 1941-1998)



The 7 principles of Universal Design (UD)

# Principle Example

1 Equitable use Use of a ramp for getting into a bus: it provides equal ability to step onto a bus for 

both people in a wheelchair and without a wheelchair, such as a woman with a stroller 

2 Flexibility in use The use of a table with an adjustable height is good for both  abled people, people 

with back problems, people sitting in wheelchairs, or children 

3 Simple and intuitive 

use

An iconic example is the iPhone design with its buttons in the same place in different 

versions. 

4 Perceptible information Consistency in using symbols for volume or radio buttons, send icons, or save icons 

on buttons.

5 Tolerance for error The undo button provides reliable feedback. Another example is the oven lock button 

for children's safety. 

6 Low physical effort The height of ATMs provides easy access and low physical effort for people of 

different heights, including children and people sitting in a wheelchair 

7 Size and space for 

approach and use

The gates of a metro-station or security control at the airport should be large enough 

to accommodate individuals of different sizes, or people sitting in a wheelchair 



On Universal Design of robots – considering their verbal 

and non-verbal communication

• how they appear (LOOK)

• a robot should not have any physical design that is not useful, e.g., the robot should not 

have any arms and fingers if the robot will not be used to pick up things; e.g., a robot to be used

in therapy session with autistic children should always be equipped with a mouth

• how they move (MOVEMENT)

• a robot should move according to the social and cultural norms of the context of use, e.g.

nodding head as a yes, in the Indian culture, respecting the distance between itself and the 

human the robot interact with depending on the culture – see proxemics (Hall, 1966);

• how they interact (BEHAVE) with us humans, including people with different 

(situated) abilities

• the robot should be able to behave apropiately together with the specific users it interact

with, e.g. see the Romibo example; a robot used with deaf people should be able to use sign

language; a robot should be able to interact according to the digital litearcy level and ways of 

interaction, the verbal and non-vebral language used by the users (e.g, specific to the elderly, 

children, adults with high or low digital literacy etc.). The robot’s ways of interaction should be 

adaptable to the users.



# UD Principle Guidelines

1 Equitable Use: The design is useful and

marketable to people with diverse

abilities.

1a. Provide the same means of use for all users: identical whenever possible; equivalent when not.

1b. Avoid segmentation or stigmatization of any users.

1c. Provisions for privacy, security, and safety should be equally available to all users.

1d. Make the design appealing to all users.

2 Flexibility in use: The design

accommodates a wide range of individual

preferences and abilities.

2a. Provide choice in methods of use.

2b. Accommodate right- or left-handed access and use.

2c. Facilitate the user's accuracy and precision.

2d. Provide adaptability to the user's pace.

3 Simple and Intuitive Use

Use of the design is easy to understand,

regardless of the user's experience,

knowledge, language skills, or current

concentration level.

3a. Eliminate unnecessary complexity.

3b. Be consistent with user expectations and intuition.

3c. Accommodate a wide range of literacy and language skills.

3d. Arrange information consistent with its importance.

3e. Provide effective prompting and feedback during and after task completion.

4 Perceptible Information

The design communicates necessary

information effectively to the user,

regardless of ambient conditions or the

user's sensory abilities.

4a. Use different modes (pictorial, verbal, tactile) for redundant presentation of essential information.

4b. Provide adequate contrast between essential information and its surroundings.

4c. Maximize "legibility" of essential information.

4d. Differentiate elements in ways that can be described (i.e., make it easy to give instructions or directions).

4e. Provide compatibility with a variety of techniques or devices used by people with sensory limitations.

5 Tolerance for Error

The design minimizes hazards and the

adverse consequences of accidental or

unintended actions.

5a. Arrange elements to minimize hazards and errors: most used elements, most accessible; hazardous elements eliminated,

isolated, or shielded.

5b. Provide warnings of hazards and errors.

5c. Provide fail safe features.

5d. Discourage unconscious action in tasks that require vigilance.

6 Low Physical Effort

The design can be used efficiently and

comfortably and with a minimum of

fatigue.

6a. Allow user to maintain a neutral body position.

6b. Use reasonable operating forces.

6c. Minimize repetitive actions.

6d. Minimize sustained physical effort

7 Size and Space for Approach and Use

Appropriate size and space is provided

for approach, reach, manipulation, and

use regardless of user's body size,

posture, or mobility.

7a. Provide a clear line of sight to important elements for any seated or standing user.

7b. Make reach to all components comfortable for any seated or standing user.

7c. Accommodate variations in hand and grip size.

7d. Provide adequate space for the use of assistive devices or personal assistance.

Universal Design (UD) and guidelines



Universal Design principles – applied to ”care” robots 

(inclusive robot design)
# UD Principle Example on UD principle applied to the physical layer Example on UD principle applied to the virtual interaction layer

1 Equitable use The physical design of the robot should be appealing to different types of users. For

instance, the robot could be equally used by elderly patients without the feeling of

infantilization, but also by children patients. The physical design and form should be

appropriate for a diversity of the users. For instance, the size of the arm manipulator,

and hands and grip of the robot should be appropriate to be used by both adults and

children.

The robot can adjust its interaction to the user. It can interact through speech for those preferring a such

interaction, or through displaying a text through a screen for those that are hearing impaired, or through

color feedback, for those who need simple interaction.

2 Flexibility in use The robot has an adjustable height: it can go up if the human user is standing, or it

can go down, if the human user is sitting.

The robot interaction types should be multimodal and customizable depending on the type of user that is

interacting with the robot.

3 Simple and

intuitive use

Design of different components of the robot should be simple and intuitive to use. For

instance, a robotic arm should be designed looking alike a human arm. The stop

button should always be visible and placed in a specific place of the same type of

robot. The stop button should always be red and have a stop icon, and/or the word

stop on it.

The robot should use clear language that is understood by the user.

4 Perceptible

information

The design of the symbols used by in the navigation display should follow the

international guidelines. The symbol for play, stop, go back, move up and down,

volume up and down etc. should be used accordingly.

The language used should be clear language and adjusted according to the mother tongue or the used

language of the human user. For instance, if the user has Norwegian as his/her mother tongue, then the

robot should be able to interact in Norwegian.

Another situation is that the robot avoids giving technical errors to non-technical users. For instance, the

robot displaying or indicating error 451 does not say much to a user. Instead, the robot should display or

say in clear language what is eventually wrong.

5 Tolerrance for

error

The robot shall be equiped with wheels that can navigate different types of floors,

including slippery floors, but also floors that have carpets, or being able to go over

the doorstep without getting stuck.

The interaction of the robot should be designed with tollerance for error in mind, without the robot “loosing”

its patience, or becoming rude if the user takes more time to execute a task.

If the robot is designed to indicate the human user to eat breakfast or to move around, but the human user

refuses to do so, the robot should try to understand the reason why the human user does not execute the

tasks, rather than punishing the user.

6 Low physical

effort

The robot’s physical design should allow different users to adopt a neutral body 

position, and a minimum effort. Incorporating an adjustable height to the robot is an 

illustrative example for this principle.

The robot should be able to adjust its interaction speech depending if the user is an elderly patient, a child,

a medical staff, or a technical staff.

The robot should not make the human user to him- or herself adjust to the robot language in order to make

him – or herself understood, but the other way around (see example of current chatbots that make the

human user adjust his- or her language to the chatbot).

7 Size and space

for approach and

use

The physical design of the robot should be appropriate to its functionalities and aim.

For instance, if a robot shall be designed for its use within a home, then it should not

take too much space. Its height should not be greater than the humans height,

however it should not be too small, such as that the human user may stumble into it

while walking in the home. For instance, if the size of the robot is too small, a user

sitting in a wheelchair, or a user with back problems will have to bend to reach the

robot if the robot gets stuck. These situations should be avoided.

The size of the display, arms and grips, if any, should be appropriate to the size of the robot. However, the

display of the robot should be enough big so an elderly person or someone with sight impairments can

easily see the text, icons or symbols displayed.



Example: T-ABLE robot – applying Universal Design principles

on the physial characteristic of a robot

D. Saplacan, J. Herstad, and T. Schulz, “T-ABLE - The Robotic Wood Table: Exploring situated abilities with familiar things,” Int. J. Adv. Intell. Syst., vol. 13, no. 3 & 4, Dec. 2020, [Online]. Available: 

https://www.iariajournals.org/intelligent_systems/index.html

J. Herstad, T. W. Schulz, and D. Saplacan, “T-able: An Investigation of Habituating Moving Tables at Home,” Univers. Des. 2021 Spec. Mainstream Solut., pp. 238–251, 2021, doi: 10.3233/SHTI210400. 

https://www.iariajournals.org/intelligent_systems/index.html


Example: Robots for- low vision or blind 

people

M. Bonani, R. Oliveira, F. Correia, A. Rodrigues, T. Guerreiro, and A. Paiva, “What My Eyes Can’t See, A Robot Can Show Me: Exploring the Collaboration Between Blind People and Robots,” in Proceedings of the 20th International ACM 
SIGACCESS Conference on Computers and Accessibility, New York, NY, USA, Oct. 2018, pp. 15–27. doi: 10.1145/3234695.3239330.

Source: https://makeagif.com/i/HvifjW



Example: TIAGo for deaf people using sign language

+++ studies with

people with

autism and robots 

etc.



Universal Design of Robots (UD-ROBOTS)
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1.  What is accessibility of robots for you?

2. Do you see any benefits and/or challenges of applying

universal design to robots?

Thank you. 

Questions
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Thank you for your attention

Feel free to reach me on:

diana.saplacan@ifi.uio.no

LinkedIn: /dianasaplacan

mailto:diana.saplacan@ifi.uio.no

