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Imagine how it would be if different types of users of Social and
Assistive Robots (SARs) would be able to use the same robot
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Eve, 85 years old, lives at
home on her own
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o - - - Possible scenarios with social and
Ui0 ¢ Institutt for informatikk assistive robots used within home- and
healthcare
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robot look vs. robot capabilities vs. security vs. privacy vs. safety vs.
context of use




The problem of the robots that may look too cute — may also lead
to you trusting them more

“But then, again, to bring it into robotics world and to phy qually important to look at the y of robots that are made, and also how they
have been made to look, you know. And you know, who they are accomodating to. *cause | think that’s interesting to see as well, when you look at the different
robot designs (...) In what cultures are they made, you know, how? Where are they made to look like they look? And of course, maybe that is one of the problems with the
more humanoid robots in who’s image are the humanoid robots made, and they are not necessarily very accomodating in two different cultures and ethnicities. So, that is,
definirely, also | think an interesting question, when it comes to design, and | think we see some interesting robot design as well.”

1 always show that Japanese Lovot, which is so cute, | mean, How they have, you know, tried to explore design, tried to make the robots more, you know, cuter
(in japanese Kawaii). | think we should bear in mind what happens with using this concept on our work — it is because of the robots and how we see them, for

example if we make them too cute.

”it’s a little menacing that you would probably allow it to do anything you know. So, that is also one side | think about the design, but at the same time, it’s probably, you
know, like it’s with the PARO as well, it’s more likeable for more people.”

“Yeah, but this can also lead to deception, because it might be very menanacing, a very menancing robot which looks cute, and you trust it, you know, it increases your
trust towards it. It’s more, not that it will hurt you or something, but it might collect data that you don’t want to be collected.”

Robot look vs. robot capabilities vs. privacy vs. transparency
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Examples from Saplacan et al. (to be submitted, 2022). Robots and Boundary Objects: A Study from the Nordic Context presenting experts’ views on Social and Assistive
Robots in home- and healthcare. Book chapter in Cambridge Handbook on Law, Policy, and Regulations for HRI. Cambridge University Press.
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Testet sprakroboten «Romibo»: - Ikke bra nok

Den pelskiedde roboten som skulle laere bort sprak til autistiske barn. floppet

https://www.nrk.no/vestfoldogtelemark/ -sprakrobot-
romibo_-er-ikke-bra-nok-1.14005371
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Romibo Robot Project

omibo is an evolving robot project, designed for motivation and therapy with children

== Who have special needs, and co-developed by our community of innovative people like
YOU. Together we are creating a low-cost robot for therapy, education and fun! All of
the physical, electrical and programmatic features of the robot are open for alteration

=*and everyone is welcome to contribute their creative expertise. Together we are
“tdeveloping a better robot for everyone!

el

ppJoin us! Learn to build robots, have fun, and help those with special needs.

o

= The Project

#2715 8 The Romibo Robot project is developing a low-cost mobile robot with expressive
behavior which is suitable for both autism therapy and education. It is currently a

- Detharregsearch project within the Robotics Institute run by Aubrey Shick who works within the

samtidig Quality of Life Technology Center.

sier Joha, ’
The research agenda includes low-cost robot design, applications to therapies for

~ special needs children, and design research into creating large cooperative user
Lilla ogcommunities.

Rom EQ_':ALLQLay Shick and Garth Zeglin are also in the process of starting the company Qrigami Robotics LLC as a means to bring
=‘the robot to a larger community.
")

We are currently looking for energetic undergraduates and graduate students to help develop the project through
independent study credits. https://origami.qolt.cs.cmu.edu/
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Examples from Saplacan et al. (submitted, 2022). Robots and
Boundary Objects: A Study from the Nordic Context presenting
experts’ views on Social and Assistive Robots in home- and
healthcare. Book chapter in Cambridge Handbook on Law,
Policy, and Regulations for HRI. Cambridge University Press.

Toys as connected devices used in

therapy sessions

Concrete example: a connected device (e.g., a robot, Romibo) is
marketed and sold by the manufacturer as a toy — but it is, in
practice used as a medical device (e.g., with people with Autism)

The robot was recognized as a medical device in U.S., and as a
toy in Europe - according to an informant

The manufacturer/producer does not conform with all the
health/data standards regarding privacy, confidentiality, safety —
only with the Toy Directive

The take-away points:
* The design issue: the robot does not have a mouth — the children with
Autism do not know where the sound comes from

* The manufacturer has currently the power to decide how the connected
device should be sold. This has implications on the user and the user data.

» Ifarobotis assessed as a medical device, a medical device should not be
used all the time (e.g., mental health issue)

robot look vs. robot capabilities vs. accountability vs. how
the robot is used in practice



https://origami.qolt.cs.cmu.edu/
https://www.nrk.no/vestfoldogtelemark/_-sprakrobot-_romibo_-er-ikke-bra-nok-1.14005371

UiO ¢ Department of informatics

So what do we
know about
SARs as Al-
based robots?
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Identified Ethical Challenges with Social and Assistive
Care Robots Plegg
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standards regulating Al and (care) robots
2) Decreased human contact “7W’wgf:?,;’;ff;ff'f%foﬁ;ﬁj’{g:;w
3) The elderly feeling objectified and that they T A
lose control (over their data)

4) The elderly perceiving that their privacy is
lost
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5) The elderly feeling deception and
infantilization
6) The elderly’s concern on who is responsible
Saplacan, D.; Khaksar, W.; Torresen, J. (2021), On Ethical Challenges Raised by Care Robots: A Review of the Existing Regulatory-, Theoretical-, and PhotO:EECE o

Research Gaps, In Proceedings of the 2021 IEEE International Conference on Advanced Robotics and Its Social Impacts (ARSO) Virtual Conference, July 8-
10, 2021. IEEE Robotics and Automation Society. ISBN 978-1-6654-4952-6. Paper 38. s 219 - 226, https://ieeexplore.ieee.org/document/9542844
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Robots can help with routine, manual and repetitive tasks

Robots may transport medicine

Robots may balance the feeling of loneliness and anxiety

Robots may allow the care-receiver to interact remotely with care=takers -

Photo: Diana
Saplacan

Robots may save time in the rehabilitation process

Robots may provide accurate and real-time health data

Robots may prevent falls

Robots may provide reminders, or help with household chores
. | | | QA -
e Conclusion: the benefits may outweight some of the ethical concerns or challengesS™s

Saplacan, D.; Khaksar, W.; Torresen, J. (2021), On Ethical Challenges Raised by Care Robots: A Review of the Existing Regulatory-, Theoretical-, and Photo: MECS ™
Research Gaps, In Proceedings of the 2021 IEEE International Conference on Advanced Robotics and Its Social Impacts (ARSO) Virtual Conference, July 8-
10, 2021. IEEE Robotics and Automation Society. ISBN 978-1-6654-4952-6. Paper 38. s 219 - 226, https://ieeexplore.ieee.org/document/9542844
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Robots within home- and healthcare

» Robots as welfare technologies
and how social and assistive
robots used in home- and
healthcare challenge the notion of
welfare

* Privacy, security, and safety
issues of robots to be used with
vulnerable users

* The challenge of introducing
social and assistive robots within
home- and healthcare services
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Healthcare Professionals” Attitudes towards the Organization of
Care Services and the Adoption of Welfare Robots in Norway

Diana Saplacan, Jim Taresen

Absract— This paper presents how fhe current Norwegian

pat of 8 rcent satoml trtegy ow Ivatien i Car. The
currest of fhe siates’ care services sets the

current care services” [hllﬂp!sl'lu!wklﬂ\ ‘potentially help
and some ofthe heoreical ad pracical implications that VR

may have on home care services. Thus, we conducted
@ b lton il
pmﬂmn.m,wnmn their attitudes fowards the

amalysis. We found out thai WR seem o have a well defined role
within the Norwegian care services that may strengtben the
bealthcare professionals’ work, allowing them to focus o their
core arsghing tads wiile sk beng part of obsrea patent
care patbways and supporting the Pubbc Health Man:
‘Hawever, WR may akso increase the complexity of care

exodkeletons, consumer mbotic products (ez, vaomm
clemer and clesning mobors). roboe coathes wsed in
rehsbilitation, Tobot conpamions or Y robots, or so-
called techmical pets (¢.g, PARO), teleconmmmication robots
{e.£, Gzaff), professional robots coworker, personal cleaning.
‘and clearing robots, and social robos [3]. Sore of these robots.
are imellige robors wing Ardficial Inelligence (AD) and
‘Machine Leaming (ML) techmiques.

Since we cannot focns on all types of robots in this paper.
we wall wse the wmirells femn of Welfiwe Robots (W) —

Specifically, we focus on how these robors may comibute to
3 more effecve workdow, where medical i such a5

also consider what it means 1 inregTate robots a5 part of
Bome- and

. rather than

1 INTRODUCTION

Norway's need for mwses and healthcare services had
increased by 18% during a timeframe of 10 years (2007-2017)
[1] (p- 842). This need s predicted so incresse in the following
years [2]. To meet these challenges, the Norwegim stsiz
imderwent an Jwnovation in Care straizgy [3]. The program
lists the following current and fiture challenges with care:
£alls, loneliness, and cogmitive decline or inpaimen: [3]. At
the heart of the program is the idea of care services for all [3]
Funre Norwegian care challenzes include new user
aging, workforce shortage within cars, medical follow-tp, and
acrive core

With several reforms within the Norwesian care services,
rechmological support is one of them. One care ter focuses
spacifically on imagrating tecimology in practice to stmalare,
entertsin, activate, end structure daily sctivities. Similarly,

safety and secwity technology, compensatory and wellbeing
techmology, ozdmn]ng}hmualmmxrmwlradmﬂngxfnr
Bl thase, obots

e scred 3 oo of e spe(lﬁ( technologies for these
puposes. Robots i consideration ae: assistive roboss,

sarch mppertod by Rossarch Council of Nerway.
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Thus, the research questioas st we address n this paper
are: (RQL) What are some af the current care services®
challanges in Norway whare IR may potentiaily hel mum
What are some of the implications af integrating WR intor
Nowwogian cave savices? Tn order o snswer these questions.
we contimme in fhis section by giving 3 short background 1o
s resesrch, followed by brief mtroductions to ous research

method (Section ).
(Section IV, V, VI), followsd by the discussion and
conclnding remarks (Section VID.

A Background
The: d healthcare sen o the
Norwegian Public Healih Act [4]. The Public Health Act was
insroduced on the 1 of Jammary 3012 and simed to contribe

‘promotion of populsrions’ health and wellbeing, zvod social
and emvirommental conditions, s well as prevemrion of both
‘menenl and somasic illnesses, disorders, and ijuries, through
welfare development [4]. A the same time, The Norwegiz
Confederation of Trade Union, which is the nationsl wads
union center with almost 1 000 000 members, has proposed a
st reforpt i the public sactor, i, a change in all the public
sactor orzamizations wiich shall follow the so-called Trust
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Robots as Welfare Technologies to Reduce Falls
Amongst Older Adults: An Explorative Study
from Norway

Diana Saplacan’*®™ ([ and Jim Torresen'-2

1 Robotics and Intclligent Systems Rescarch Group (ROBIN), Depantment of Informatics,
Faculty of Mathematics and Notural Scieaces, University of Oslo o“io\m Noruway

n Rh)mm “Time, and Motion, Centre of
Excellence in Rescarch, Research Council of Norway, University of Oslo, 0373 Oslo, Norway

Abstract. This paper robats as Welfare (WT), in Nor-
way. Previous studics show that Norway follows the demographic trends around
the world reganding the aging of the population, the shortage of nurses, and thus,
increased costs due to co-morbidity and multiple chronic diseases. The rescarch
question addressed is: Is the notion af WT challenged by the adoption of intelligent
rabots within hiome care, and if ves, how? To explore robots as WT, we focused
specifically on the case of robols as safety alarms for fall preveation, detection,
and prediction as part of the Vulnerahility in Robot Society research peoject, and
by drawing on the previous rescarch project, namely Multimodal Elderty Care
Systems project. At the basis of our theoretical framework, the paper is anchored
into the Scandinavian notion of welfare technology. To achieve this, we analyzed
data from differcat research activities (0 = 10, hs = 25) through thematic anal-
ysis. Findings show that current WT for fall detection has design and technical
limitations, whereas robots s advanced Artificial Intelligence (AT) systems could
potentially be a solution. We then discuss the findings in the light of the welfare
concept. Finally, we conclude that robots as WT does not differ from other tech-
nologies, with one exception: they differ from the traditional way of providing
(home-)care, hringing in both challenges related to privacy and safety, but also

for reduced costs, adapted, and higher quality care in
the heart of the home.

Keywords: Welfare Technology (WT) - Robots - Robot as WT - Elderly car
Home care - Fall - Norway

1 Introduction

The increasing aging population across the world [1. 2] seems to be a key aspect in the
development and adoption of robots [3]. Thus, many countries recognize a demographic
change in terms of an increased life expectancy but also societal needs due to an increased
prevalence of co-morbidity, multiple chronic conditions, and the patientin focus [4]. This
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for Human Rights

DIGITAL ACCESS 1o -
SCHO L ARSH I P AT HARVARD HARVARD LIBRARY D. How does the principle of non-discrimination

Office for Scholarly Communication apply to the right to health?
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Discrimination means any distinction, exclusion or restriction made on
the basis of various grounds which has the effect or purpose of impairing
or nullifying the recognition, enjoyment or exercise of human rights and
fundamental freedoms. It is linked to the marginalization of specific
population groups and is generally at the root of fundamental structural

Principled Artificial Intelligence: Mapping Ieauaiics ety T, it maymake ese g7oups ot vt

to poverty and ill health. Not surprisingly, traditionally discriminated and
. - N marginalized groups often bear a disproportionate share of heaith problems.

Consensus in Ethical ¢ rersons with disabilities L = o e ke cloric il

d are less likely to have adequate housing and safe
based App roac hes tO P' Even though more than 650 million people worldwide have a disability of Qe tve 2 higher moxtalty rote and suffe
one form or another (two thirds of whom live in developing countries), B the general popuiation.
mast have long been neglected and marginalized by the State and society.
It is only in recent years that persons with disabilities have brought about
Q a paradigm shift in attitudes towards them. This has seen a move away
from regarding them as “objects” of charity and medical interventions
i equality are fundamental human rights principles

PR I N‘ :I P I E D towards their empowerment as “subjects” of human rights, including but
not limited to the right to health.
s of the right to health. The International Covenant

. - d Cultural Rights (art. 2 (2)) and the Convention
AR I 'FICIAL The right to health of persons with disabilities cannot be achieved in ld (art. 2 (1)) identify the following non-exhaustive Fact Sheet No. 31
isolation. It is closely linked to non-discrimination and other principles : race, colour, sex, language, religion, political

INTELLIG ENCE: of individual autonomy, participation and social inclusion, respect for nal or social origin, property, disability, birtth

ding to the Committee on Economic, Social and
difference, accessibility, as well as equality of opportunity and respect for status” may include health status (e.g., HIV/AIDS)

The Right to Health

ation is compounded when an individual suffers
ferimination, such as discrimination on the basis
lional origin or age. For example, in many places
pive fewer health and reproductive services and
ore vulnerable to physical and sexual violence than

Mapping Consensus thical the evolving capacities of children.” ates have an obligation to prohibit and eliminate
inEl and Rights-based 9 <ap ds and ensure equality to all in relation to access
Approaches to Principles for Al derlying determinants of health. The International

Persons with disabilities face various challenges to the enjoyment of ation of All Forms of Racial Discrimination (art. 5) -
their right to health. For example, persons with physical disabilities often s must prohibit and eliminate racial discrimination Ork for the'r Overall

have difficulties accessing health care, especially in rural areas, slums i Veryone o public health and medical care: i
of human rights may

and suburban settings, persons with psychosocial disabilities may not
have access to affordable treatment through the public health system; il
to bear on individuals
8 “ ~ ”n
standards like “privacy

women with disabilities may not receive gender-sensitive health services.
Medical practitioners sometimes treat persons with disabilities as objects

omplex situations in which separate principles
with one another.

i equality further imply that States must recognize
differences and specific needs of groups that
lar health challenges, such as higher mortality
D specific diseases. The obligation to ensure non-
specific health standards to be applied to particular

7

of treatment rather than rights-holders and do not always seek their free
and informed consent when it comes to treatments. Such a situation is
Jessica Fjeld, Nele Actwen, Hannah Hiligoss, ° not only degrading, it is a violation of human rights under the Convention

" These and other principles are reflected in art. 3 of the Convention on the Rights of
Persons with Disabilities, which was adopted by the United Mations General Assembly in its
resolution 61/106 of 13 December 2006.

Fjeld, ulika Srikumar. "Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based

Approaches to Principles for AI " Berkman Kle|n Center for Internet & Society, 2020. Available at: http://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420 | WHO, “The
Right to Health,” Office of the United Nations High Commissioner for Human Rights, Fact Sheet No. 31. [Online]. Available:
https://www.ohchr.org/documents/publications/factsheet31.pdf
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What we also know: Themes amongst Al 4. International
principles Human Rights

3.8. Promotion of Human Values bl rer-d- sttt o bt by s ot W

specialists, there has been an increasing appreciation for the relevance of international

. Pr'rvacy human rights law and standards to the governance of artificial intelligence.*” To an area
- With the potential of Al to act as a force muitiplier of technology govemnance that is slippery and fast-moving, human rights law offers an
* Accountability for any syctem in which it is employed, the appealingly well-establiched core set of conoepts, against which emerging technalogies
o ¥ can be judged. To the broad guarantees of human rights law, principiec documents
. o ~ T Promotion of Human Values is a key element of ~ e " 9.
‘-’af“ym"ocm ethical and rights-respecting Al.** The principles :!;Namwmdm:pocﬁc—mdmmcompamwm-wm
. o = =2 raices.
* Transparency and explainability mwh: tf:m 'mm“:;& s
o . which Al ic devoted, means by which it .
* Fairness and non-discrimination is implemented. should correspond with and be 44% Human Values and Human Flourishing Accordingly, when coding the principies dooumants in our datacet, we also made
MMINWWMW.ASN'GUM mmmmm:mnwm.mmamdw
e Human mddtgcrndogy Boooios mors provalent and the ower of the o specific human-rights related documents cuch as the Universal Declaration of Human
: N technology increases, particularly if we bagin % Pocoas - Rights, Intermational Covenant on Civil and Palitical Rights, the United Nations Guiding
* Professional responsibility 31% Acocecs to Technology Principles on Businecs & Human Rights and the United Nations Sustainabie Development
tomproaehamﬁclal general intelligence, the
e jon of priorities and judgment on Goals. Twenty-three of the documents in our dataset (B4%) mads a reference of this kind.
* Promotion of human values A1||- .;uryu ial. The Promtion of We alco noted when doouments ctated explicitly that they had empioyed a human rights
Values. fiin e e 64% Leveraged to Benefit Society framework, and five of the thirty-six documents (14%) did 0.
‘humal  husiveness in Impact Given the [ i
. . . . . ) " increasing visibility of Al in the human rights community and the apparent
3.5. Fairness and Non-discriminatio ischnd “inciusivenscs in impact™ as a principie calis for a just distribution of Al's bensfits,
s particularly to populations that have hictorically been excluded. There was remarkable increacing interect in human rights among those invected in Al governance, we had
Whil concencus in the language that documents employed to refiect thic principle. including expected that the data might reveal a trend toward increasing emphasic on human
ossicdsemmivesapuilipatolind dm:& CONoeRis e “shared Denetier” and “sIpowsrment:; niahts in Al principles documents. However. our datacet was small enough. and the
MIMN’MMAWGWA wm and int NG - = i
bs trained on -
oend. or lasd ats xm s . law, thi Asliomar Al Principies mm%:;mmngmmm Nature of actor m wmm
"wmmd"!:”m"uwme:mmd o d th Roforg Siorosots Ay = Al snoula Y ana Oivil society 5 ) 20%
Interect may be influsnced Dy earlier decisions that were of "m.“:tmu.MA:fn a broaa ru\oom of Sovewendot 13 e L0%
ars themasives biaced. As Al Systems increasingly docum numan nesas ana cesign W neip ntergovernmentai organization s 2 7%
inform or dictate decisions, particularly in % Reprecentative and Hoh O of hum| 'Y"';;t“”" ooy ana err na UTStakenOiCer INTatve 7 a 57%
SENGIIVE CONANIS WHere bias long predates ith ox D A s R e s paop Private cector 8 7 88%
thair inteockuction ouch as lending, healthoars, with mnmm.mmam&mmm* F— 38 2 sa%
and criminal jus8co, mﬁwmv‘:— 56% Famess human Partnersnip on Ve Wil Seek 1O ensure that Al technologies Denent
anecwr‘mmummnwmmmﬁm to hum Al Tehets S ‘"'”"'":: SREXy "'::: BSOS There are muitipie possible explanations for this. it may be that the agencies or
highly represented theme in our dataset, with o o fund Smart Oubat A O N . Al shouta individuals in government who have been tasked with drafting and contributing to
wy;awmrwmmwmdmax N human wommmnmm Nm;:.-— were not for their with human rights law, or it
PANCIDIRS: “NON-AISCrMINGtion and the Prevention 3 T20 report on the Benentc Shoula D Snared. Al ShoWa DENeNt ac many PeoPie nuybommcndlaw cuch as the GDPR, are percsived ac mors reievant.
of bias,” ‘reprecentatve and high-quality data.” % Enkaveiises e inoack rightsfl | ture of worx 32 possiis. Access to Al technologies Should be open to il
“faimess,” “equality.” "inclusivensss in impact.” AN ' human ana ea The we. A0y AL SNOUT DONBE Woskaes The documents aico exhibit significant variation in the degree to which they are
and “inclusivensess in design. Al prind —— ~ ana uo:::ty asa wr:'v:“an wen az ::0 nnovators. e by S, i wsing 1t ac the fr. o
47% Inclusivenaas in Design S T pon -, SRONNKE cocument (denoted by a star in the data visualization), and others mersly mentioning
mmw:;aw:;rr:wmoomm labor ri S PEnowiew mwma’mm':.mmm:mm.mnnp:.mm. m,‘.., it in passing (cenoted by a diamond). Using a human rights framework means that the
w-;mm«aawmmo;w Parcentage reflects e rumber of docu Droaaly and equaly. to benent ail of numanity > document uses human rights as a basis for further ethical principie for the development
mmnu'mﬂmm,m“m the cirtazet thar ciude each prrCe =gy s and use of Al cystems. Only five documents use a human rights framework. Three
of human sycteme and inctiugons in The Europsan High Level Expert Group guidelinec add come detail around what are civil socisty documents and two are government documents from the EU: Access
ammumwwmg “benefts™ might be chared: “Al systems can contribute to wellbeing by ceeking Now report, Al for Europe, European High Level Expert Group guidelines. Public Voice
impacts. Exampies of language that focuses on should strive 1o avoid biag in A L. by drawing achievement of a fair. inclusive and peaceful society. by helping to increase citizen's *  Coalition Al guidelines, and Toronto Declaration. p
the technical side of bias include the Ground on dverse data sets” ™ and the Chinece White mental autonomy, with equal distribution of economic, social and political opportunity.™
Rutes for Al conference paper (“[cjompanies Paper on Al Standordization ("we should alco ‘l'horensammmmmmmaplocwomcmomummﬁmd
Human Values theme, especially the principle of 10 beneft

Fjeld, Jessica, Nele Achten, Hannah Hilligoss, Adam Nagy, and Madhulika Srikumar. "Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based Approaches to Principles for Al." Berkman Klein Center for Internet &
Society, 2020. Available at: http://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420




- unesco

Distribufion: limited SHS/IGM-AIETHICS/2021/JUN/3 Rev 2
25 June 2021
Original: English and French

DRAFT TEXT OF THE RECOMMENDATION ON THE ETHICS OF
ARTIFICIAL INTELLIGENCE

Pursuant to the 40 C/Resolufion 37, and in accordance with the UNESCO
Constitution and the Rules of Procedure concerning recommendations
to Member States and intemational conventions covered by the terms of
Article IV, paragraph 4, of the Constitution, the Director-General of UNESCO
convened an Ad Hoc Expert Group (AHEG) for the preparation of a draft text
of a Recommendation on the Ethics of Artificial Intelligence, and submitted the
draft text of the Recommendation to the special committee meeting of technical
and legal experts, designated by Member States

The special committee meeting was held in two phases, the first from 26 to 30
April 2021 and the second from 21 to 25 June 2021. Intersessional
consultations were also organized in the period from 1 to 18 June 2021 (12
days). The special committee mesting revised the draft Recommendation and
approved the present text for the submission to the General Canference at its
41% session for adoption

PRINCIPLES

Proportionality and Do No Harm
+ Safety and security
+ Fairness and non-discrimination
» Sustainability
* Right to Privacy, and Data Protection
+ Human oversight and determination
» Transparency and explainability
» Responsibility and accountability
+ Awareness and literacy

What we also know: Ethical guidelines: Ethics
of Al (UNESCO)

VALUES

Respect, protection and promotion of human rights and fundamental
freedoms and human dignity

. Environment and ecosystem flourishing

. Ensuring diversity and inclusiveness

. Living in peaceful, just and interconnected societies

Ensuring diversity and inclusiveness

19. Respect, protection and promotion of diversity and inclusiveness should be ensured
throughout the life cycle of Al systems, consistent with international law, including human rights
law. This may be done by promoting active participation of all individuals or groups regardless
of race, colour, descent, gender, age, language, religion, political opinion, national origin,
ethnic origin, social origin, economic or social condition of birth, or disability and any other
grounds.

20. The scope of lifestyle choices, beliefs, opinions, expressions or personal experiences,
including the optional use of Al systems and the co-design of these architectures should not
be restricted during any phase of the life cycle of Al systems.

21. Furthermore, efforts, including international cooperation, should be made to overcome,
and never take advantage of, the lack of hecessary technological infrastructure, education and
skills, as well as legal frameworks, particularly in LMICs, LDCs, LLDCs and SIDS, affecting
communities.

* Multi-stakeholder and adaptive governance and collaboration UNESCO Digital Library, “Draft text of the Recommendation on the Ethics of Atrtificial Intelligence,” 2021.

https://unesdoc.unesco.org/ark:/48223/pf0000377897 (accessed Aug. 10, 2021).



What we also know:
Directives:
Universal Desigh — European-Aecessibility Act (EU 2019/882)

Businesses will benefit from:

e European Accessibility Act: A

directive on accessibility « common rules on accessibility in the EU leading to costs reduction ACCQSSlbl I |ty Standardlsatlon
requirements « easier cross-border trading
« more market opportunities for their accessible products and Common European accessibility standards help remove barriers for

P AImS to a WeII-functioning of the services people with disabilities and others (e.g. the elderly). When applied
European ”internal market fOf across Member States, these standards also improve the functioning of

Persons with disabilities and el\derly people will benefit from: the internal market, by removing barriers to free movement of goods

accessible products and services, by and services.

removing barriers created by « more accessible products and services in the market

dlvergent rules in Member States” « accessible products and services at more competitive prices .
Actions

« fewer barriers when accessing transport, education and the open
labour market
« more jobs available where accessibility expertise is needed

The Commission has instructed European standards organisations,
which include CEN, CENELEC and ETSI, to develop and implement
accessibility standards. These include standards for

7.6.2019 Official Journal of the European Union L 151/70 + ICT accessibilty resulting in European Standard EN 301 549
= accessibility to the built environment, leading to European
DIRECTIVE (EU) 2019/882 OF THE EUROPEAN PARLIAMENT AND OF THE Standard EN 17210, which is currently in the process of
COUNCIL consultation
« accessibility following_“Design for all” standards, resulting in
of 17 April 2019 European Standard EN 17161

« accessibility of websites and mobile applications,
updating European Standard EN 301 549

on the accessibility requirements for products and servides

(Text with EEA relevance)

. R Key EU legislative instruments (the directive on web accessibility, the
THE EUROPEAN PARLIAMENT AND THE COUNCIL OF THE EUROPEAN UNION,

European accessibility act, the public procurement directives) refer to
the possible use of accessibility standards. The Commission

httDS //eC .europa.e U/SOC|aI/m al n. Ispocatl d =1202 encourages the participation of all relevant stakeholders in these
https://ec.europa.eu/social/main.jsp?catld=1485&langld=en processes. Induding persons wih dlsabilfes.



https://ec.europa.eu/social/main.jsp?catId=1485&langId=en
https://ec.europa.eu/social/main.jsp?catId=1485&langId=en

What we also know:
Ethical Values in Al based technologies

e On Values: Ethics in Al:

* Value is typicall iated with what is “good”
aiue 15 fypically associated with what Is “good-or Some of these papers talk whether we can embed

desirable. _ o _ ethics and values in Al and how.For instance, Dignum et
* Rather than being descriptive, values are normative and al. (2018) propose the idea of:

express what is “good.”
+ EU High-Level Expert Group on Al + IEEE _ _ o _ :
formulated ethical principles and moral values that * Ethics by design: designing technologies with

should be adhered to design and deployment of Al ethics in mind.
e Ethics for design: following standards, legal

1. Respect for autonomy
_ aspects, rules etc.
2. Non-maleficence o _ _ _

3 Eairess e Ethics in design: how we think about design of
' algorithms, Al, technologies: what are our moral
4. Transparency theories, ethical theories. Often Values Sensitive
5. Explainability Design is discussed.

6

. Accountability.

* Value-Sensitive Design (VSD) (see Friedman, 1996) « Al systems: technical artifacts, human agents, and

institutions, artificial agents and certain technical
norms that regulate interactions between artificial
agents and other elements of the system.

Friedman, Batya. 1996. “Value-Sensitive Design.” ACM Interactions, 1996. https://old.vsdesign.org/publications/pdf/friedman96valuesensitivedesign.pdf. | Friedman, Batya, and David Hendry. 2019.
Value Sensitive Design: Shaping Technology with Moral Imagination. Cambridge, Massachusetts: The MIT Press. | Dignum, Virginia. 2018. “Ethics in Artificial Intelligence: Introduction to the Special
Issue.” Ethics and Information Technology 20 (1): 1-3. https://doi.org/10.1007/s10676-018-9450-z. | Dignum, Virginia, Matteo Baldoni, Cristina Baroglio, Maurizio Caon, Raja Chatila, Louise Dennis,
Gonzalo Génova, et al. 2018. “Ethics by Design: Necessity or Curse?” In Proceedings of the 2018 AAAI/ACM Conference on Al, Ethics, and Society, 60—-66. AIES "18. New York, NY, USA: Association
for Computing Machinery. https://doi.org/10.1145/3278721.3278745.



https://old.vsdesign.org/publications/pdf/friedman96valuesensitivedesign.pdf
https://doi.org/10.1007/s10676-018-9450-z
https://doi.org/10.1145/3278721.3278745

UiO ¢ Department of informatics

This means that we should embed
values in the design of robots

* Respect, protection, and promotion of * Ensure accessibility of SARs for diversity
human rights of users
 Ensuring diversity and inclusiveness * Operationalize the values to be embedded

in the design of SARs robots



UiO ¢ Department of informatics
University of Oslo

But HOW to
do this?

How to implement values in the design and interaction of robots?
How to let values guide our design of SARs?



What we also know:
About abilities/disabilities and robots

* On situated abilities as a salutogenic (as opposed to pathogenic
approach) focusing on individuals’ low or high abilities on an
ability spectrum

* Promotes the idea of seeing our selves in relation to others

“Kittay (2011) argues that human beings form dependencies
relationships with others at various stages in their lives, where

they may depend more or less on others. She argues that being Situated Abilities:

less abled is an inherent characteristic of humans (Kittay Understanding Everyday Use of
2011). She states: “From this perspective, we reason that our ICTs

societies should be structured to accommodate inevitable

‘THESIS SUBMITTED FOR THE DEGREE OF PHILOSOPHIAE DOCTOR

dependency within a dignified, flourishing life — both for the (FHD)
cared for and for the carer. Finally, if we see ourselves as
always selves-in-relation, we understand that our sense of well-
being is tied to the adequate care and well-being of another.
Caregiving work is the realization of this conception of self,
both when we give care generously and when we receive it
graciously” (Kittay 2011, p. 54, in Saplacan, 2020)

DIANA SAPLACAN
UNIVERSITY OF OSLO, FACULTY OF MATHEMATICS AND NATURAL SCIENCES
Researeh Group of Design of Information Systems

Saplacan, D. (2020). Situated Abilities: Understanding Everyday Use of ICTs. PhD Thesis. University of Oslo.



Proposing a Universal Design framework for Design of SARs
Universal Design: Definition and History

e “The design of products and
environments to be usable by
all people, to the greatest extent
possible, without the need for
adaptation or specialized
design.” (R. Mace, 1941-1998)

For a non-discriminative selection,
everybody has to take the same exam:

climb that tree".




The 7 principles of Universal Design (UD)

1

Equitable use
Flexibility in use
Simple and intuitive
use

Perceptible information
Tolerance for error

Low physical effort

Size and space for
approach and use

Use of a ramp for getting into a bus: it provides equal ability to step onto a bus for
both people in a wheelchair and without a wheelchair, such as a woman with a stroller

The use of a table with an adjustable height is good for both abled people, people
with back problems, people sitting in wheelchairs, or children

An iconic example is the iPhone design with its buttons in the same place in different
versions.

Consistency in using symbols for volume or radio buttons, send icons, or save icons
on buttons.

The undo button provides reliable feedback. Another example is the oven lock button
for children's safety.

The height of ATMs provides easy access and low physical effort for people of
different heights, including children and people sitting in a wheelchair

The gates of a metro-station or security control at the airport should be large enough
to accommodate individuals of different sizes, or people sitting in a wheelchair



On Universal Design of robots — considering their verbal
and non-verbal communication

 how they appear (LOOK)

. arobot should not have any physical design that is not useful, e.g., the robot should not
have any arms and fingers if the robot will not be used to pick up things; e.g., a robot to be used
in therapy session with autistic children should always be equipped with a mouth

* how they move (MOVEMENT)

« arobot should move according to the social and cultural norms of the context of use, e.g.
nodding head as a yes, in the Indian culture, respecting the distance between itself and the
human the robot interact with depending on the culture — see proxemics (Hall, 1966);

* how they interact (BEHAVE) with us humans, including people with different
(situated) abilities

« therobot should be able to behave apropiately together with the specific users it interact
with, e.g. see the Romibo example; a robot used with deaf people should be able to use sign
language; a robot should be able to interact according to the digital litearcy level and ways of
interaction, the verbal and non-vebral language used by the users (e.g, specific to the elderly,
children, adults with high or low digital literacy etc.). The robot’s ways of interaction should be
adaptable to the users.



Universal Design (UD) and guidelines

Equitable Use: The design is useful and

marketable to people with diverse
abilities.

Flexibility —in use: The  design
accommodates a wide range of individual
preferences and abilities.

Simple and Intuitive Use
Use of the design is easy to understand,
regardless of the user's experience,
knowledge, language skills, or current
concentration level.

Perceptible Information
The design communicates necessary
information effectively to the user,
regardless of ambient conditions or the
user's sensory abilities.

Tolerance for Error

The design minimizes hazards and the
adverse consequences of accidental or
unintended actions.

Low Physical Effort
The design can be used efficiently and
comfortably and with a minimum of
fatigue.

Size and Space for Approach and Use
Appropriate size and space is provided
for approach, reach, manipulation, and
use regardless of user's body size,
posture, or mobility.

2d

3c

la.
1b.
1c.
1d.
2a.
2b.
2c.

Provide the same means of use for all users: identical whenever possible; equivalent when not.
Avoid segmentation or stigmatization of any users.

Provisions for privacy, security, and safety should be equally available to all users.

Make the design appealing to all users.

Provide choice in methods of use.

Accommodate right- or left-handed access and use.

Facilitate the user's accuracy and precision.

. Provide adaptability to the user's pace.
3a.
3b.

Eliminate unnecessary complexity.
Be consistent with user expectations and intuition.

. Accommodate a wide range of literacy and language skills.
3d.
3e.
4a.
4b.
4c.
4d.
4e.

Sa.

Arrange information consistent with its importance.

Provide effective prompting and feedback during and after task completion.

Use different modes (pictorial, verbal, tactile) for redundant presentation of essential information.
Provide adequate contrast between essential information and its surroundings.

Maximize "legibility" of essential information.

Differentiate elements in ways that can be described (i.e., make it easy to give instructions or directions).
Provide compatibility with a variety of techniques or devices used by people with sensory limitations.

Arrange elements to minimize hazards and errors: most used elements, most accessible; hazardous elements eliminated,

isolated, or shielded.

5b.
5c.
5d.
6a.
6b.
6C.

6d

7a.
7b.
7c.
7d.

Provide warnings of hazards and errors.

Provide fail safe features.

Discourage unconscious action in tasks that require vigilance.
Allow user to maintain a neutral body position.

Use reasonable operating forces.

Minimize repetitive actions.

. Minimize sustained physical effort

Provide a clear line of sight to important elements for any seated or standing user.
Make reach to all components comfortable for any seated or standing user.
Accommodate variations in hand and grip size.

Provide adequate space for the use of assistive devices or personal assistance.



Universal Design principles — applied to ”care” robots
(inclusive robot design)

Example on UD principle applied to the virtual interaction layer

# |UD Principle |

Equitable use The physical design of the robot should be appealing to different types of users. For The robot can adjust its interaction to the user. It can interact through speech for those preferring a such
instance, the robot could be equally used by elderly patients without the feeling of interaction, or through displaying a text through a screen for those that are hearing impaired, or through
infantilization, but also by children patients. The physical design and form should be color feedback, for those who need simple interaction.
appropriate for a diversity of the users. For instance, the size of the arm manipulator,
and hands and grip of the robot should be appropriate to be used by both adults and
children.

Flexibility in use  The robot has an adjustable height: it can go up if the human user is standing, or it The robot interaction types should be multimodal and customizable depending on the type of user that is
can go down, if the human user is sitting. interacting with the robot.

£ Simple and Design of different components of the robot should be simple and intuitive to use. For The robot should use clear language that is understood by the user.
intuitive use instance, a robotic arm should be designed looking alike a human arm. The stop
button should always be visible and placed in a specific place of the same type of
robot. The stop button should always be red and have a stop icon, and/or the word
stop on it.
“3 Perceptible The design of the symbols used by in the navigation display should follow the The language used should be clear language and adjusted according to the mother tongue or the used
information international guidelines. The symbol for play, stop, go back, move up and down, language of the human user. For instance, if the user has Norwegian as his/her mother tongue, then the
volume up and down etc. should be used accordingly. robot should be able to interact in Norwegian.
Another situation is that the robot avoids giving technical errors to non-technical users. For instance, the
robot displaying or indicating error 451 does not say much to a user. Instead, the robot should display or
say in clear language what is eventually wrong.
M Tolerrance for The robot shall be equiped with wheels that can navigate different types of floors, The interaction of the robot should be designed with tollerance for error in mind, without the robot “loosing”
error including slippery floors, but also floors that have carpets, or being able to go over its patience, or becoming rude if the user takes more time to execute a task.
the doorstep without getting stuck. If the robot is designed to indicate the human user to eat breakfast or to move around, but the human user
refuses to do so, the robot should try to understand the reason why the human user does not execute the
tasks, rather than punishing the user.

Low physical The robot’s physical design should allow different users to adopt a neutral body The robot should be able to adjust its interaction speech depending if the user is an elderly patient, a child,
effort position, and a minimum effort. Incorporating an adjustable height to the robotis an a medical staff, or a technical staff.
illustrative example for this principle. The robot should not make the human user to him- or herself adjust to the robot language in order to make
him — or herself understood, but the other way around (see example of current chatbots that make the
human user adjust his- or her language to the chatbot).
Size and space The physical design of the robot should be appropriate to its functionalities and aim. The size of the display, arms and grips, if any, should be appropriate to the size of the robot. However, the
for approach and For instance, if a robot shall be designed for its use within a home, then it should not display of the robot should be enough big so an elderly person or someone with sight impairments can
use take too much space. Its height should not be greater than the humans height, easily see the text, icons or symbols displayed.
however it should not be too small, such as that the human user may stumble into it
while walking in the home. For instance, if the size of the robot is too small, a user
sitting in a wheelchair, or a user with back problems will have to bend to reach the
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Example: T-ABLE robot — applying Universal Design principles
on the physial characteristic of arobot

D. Saplacan, J. Herstad, and T. Schulz, “T-ABLE - The Robotic Wood Table: Exploring situated abilities with familiar things,” Int. J. Adv. Intell. Syst., vol. 13, no. 3 & 4, Dec. 2020, [Online]. Available:
https://www.iariajournals.org/intelligent_systems/index.html
J. Herstad, T. W. Schulz, and D. Saplacan, “T-able: An Investigation of Habituating Moving Tables at Home,” Univers. Des. 2021 Spec. Mainstream Solut., pp. 238-251, 2021, doi: 10.3233/SHT1210400.



https://www.iariajournals.org/intelligent_systems/index.html

Example: Robots for- low vision or blind
people

Session 1: Interacting with the Real Warld

ASSETS'18, Octaber 22-24, 2018, Galway, Ircland

What My Eyes Can't See, A Robot Can Show Me: Exploring
the Collaboration Between Blind People and Robots|

Mayara Bonani'?,

Raquel Oliveira®, Filipa Correia®
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ABSTRACT
Blind peaple rely on sighted peers and different assistive tech-
nologies to accomplish everyday tasks. In this paper, w
plore how assistive robots can go be yond information-giving
assisiive lechnologies (e.g., screen waders) by physically col-
Iaborating with blind peopie. We first conducted a set of focus
‘roups o assess how blind people pereive and envision robots
Results showed that, albeit having skereoty pical congerns, par-
ticipants coneeive i inkegration of assistive robots in 2 broad
range of everyday life scenarios and am welcoming of this
fype of tachnalogy. In a cond study, we asked blind partici-
pants 1o collaharatz with two versions of a rebot in a Tangram
assembly task: one robot would only provide static verhal
instructions wheras the other would physically collahorate
with participants and adjust the fzedback to fheir performance.
Results showad that active collsboration had a majer influence
on the successful performance of the task. Participants also
reported higher perceived warmih, competence and usefulness
when interacting with the physically assistive robot. Overall,
we provide preliminary & sults on the usefulness of assistive
robots and the possible role these can bold in fostering a higher
degree of autonemy for blind pecple.

Author Keywords
Human-Robet Inraction; Blind Peopie; Collaboration.

INTRODUCTION
Blind people face challanges in their daily lives in tasks that
are taken us granted if you are siphted. Examples aw varied

Pemession o maks dighal o

s of al o par of this werk b
claserien s grasod wilhoe i

Figure 1: Baxier, in the Collshorative Assistive Robot (CAR)
exparimental condition, introduces itse]f to the participant.

and includ finding abjects, cormetly placing items, and iden-
tifying different colours, text, or other visual patterns. These
difficulties render several common activities hard to accom-
plish without the belp of others. The inclusion of visually
impaired people in & society that fights for equal rights is
severely hindered by this dependence and it manifests itself
in an household selting but also in school and in the work
environment

Accessible (mobile) computing devices, ogether with their
increasing abilitias to sense the environment, have provided
opportunities to support hlind pecple in their day to day. As
an example, previous work has explored the usage of cameras
within mobile devices to Reognise colours, CumRICY, Of (0
allow pesple to perform visual questions to 3 crowd of sighted
volunieers [6]. Robots, on the other hand, have been limit-
edly explored outside the domain of supporting orientation
and mobility. These s, however, may present a variety
of sensors and actuators alongside the ability to physically
interact with the environment and their users. These qualities
make them suitable candidates to collaborate with blind peo-
ple in performing other demanding tasks, that could only be
performed with the help of ather humans.

In this paper. we first explore how blind people perceive robots

nowadays and what are their expectations and fears e garding
the increasing dependence on thew deviees. To do so, we

Source: https://makeagif.com

Figure 1: Baxter. in the Collaborative Assistive Robot (CAR)
experimental condition, introduces itself to the participant.

(b)

)

Figure 3: (a) (1) Baxter extends its arm: (b) (2) Baxter indi-
cates the position of the next piece to assemble; (c) (3) Baxter
indicates the final position for the current piece; (d) (4) Baxter
provides orientation instruction with its arm.

Figure 2: Initial setup of the assembling task.

y Eyes Can’t See, A Robot Can Show Me: Exploring the Collaboration Between Blind People and Robots,” in Proceedings of the 20th International ACM

SIGACCESS Conference on Computers and AcceSSIblIlty, New York, NY USA Oct. 2018, pp. 15-27. doi: 10.1145/3234695.3239330.
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2022 318t IEEE Infernational Conference on Robot and
Human Intsractive CommunIcation (RO-MAN)
August 25 - Seplamber 2, 2022. Naples, Ialy.

TIAGo for

Nothing About Us Without Us: a participatory
design for an Inclusive Signing Tiago Robot
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Absiraci—The success of the inkeraction between the roboties
community and the users of these services is an aspect of
cansiderable importance in the drafting of the plan

part of the design in the machine kaming developments for
any automated sign language translations”. There are many
and

of any fec! 3. This aspect hecomes even more ellvant when
dealing with sensitive services and issues such as those related 1o
interaction with specific subgroups of any population. Chver the
years, there have heen few successes in integrating and pmpmmg
lachmlopis reaid o deafness amd sign banguye. lnstead
this paper, we p an account
between a signatory robat and the Ilnlnn neucnemmmly. which
occurred during the Smart City Robotics Challenge (SciRoc) 2021
campetition ', Thanks Lo the use of a participatory design and the
involvement of experts belonging to the deal community from the
carly stages of the project, it was possible to create a technolzy
that has achieved significant resalts in lerms of acceptance by
the community itself and could kad to significant results in the
technology development as well.

Index Terms—Robatics, Sign Language, Inclusivity

L. INTRODUCTION

The World Federation of the Deaf (WFD), in the Staement
on Sign Language Work (2014), considers the exclusion of
the Deaf Community and their national organizations from
sign language work a violation of the linguistic human rights
of deaf people. Decisions regarding sign languages should
always remain within the linguistic community, in this case,
deaf people: Nothing About Us Without Us. In 2019 the
WED drew up a Position Paper on Accessibiliy about Sign
Language Interpreting and translation and echnological de-
velopments. In this document, the importance of recognizing
some wnique characeristics of sign languages is strongly
claimed, which hecomes possible only through consideration
of the context and the cultural norms on which they are based:
“It is of paramount imporiance that Deaf communitics are

hitps Macime org/

currently available in the field
of robotics. Over the last few years, several studies have tred
to explore the possibilities of these innovations in awomaed
sign language translaion to increase the inclusion of deaf
people who use this language. However, from the results of
the studics, promising developments have not always emerged,
especially in terms of acceptability. This study has been held
as part of the organiration of the SciRoc 2021 competition
held in Bologna. The organization of the competition included
tasks related to the daily city context for social rbots, 5o it
was natural to take into account the concept of inclusivity
and accessibility of lechnologics. The concept of inclusivity is
fundamental to modem society, and an essential step towards it
is the possibility for the robot to understand and perform sign
language (SL}. We also belicve that to obtain an appreciablke
result accepted by the deaf community, they must be involved
in all phases of the project Our study staned from these
considerations, and all the phases of the work caried out
are based on participatory design or co-design, not “for” deaf
people but “with” deaf people. Two deaf and one hearing
socio-linguistic professionals, sign language experts, from the
Language and Communication across Modalities (LaCAM)
Lab of the Institute for Cognitive Sciences and Technologies
- National Research Council (ISTC-CNR) created a dataset
of signs based on linguistic and technological reflections. The
team of the RoCoCo lab of the Sapienza University of Rome,
as an expert in social rbotics, provided all the technical
specifications of the Tiago robot available for the SciRoc
competition. In fact, Tiago is equipped with a single robotic
arm whose movement i rather limited for the torsion of the
wrist, while for the hand, there are three motors that do not

578-1-7261-8855-1/221$31.00 ©2022 IEEE 1814

deaf people using sign language

+++ studies with
people with
autism and robots
etc.



Universal Design of Robots (UD-ROBOTS)
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Universal Design of Robots (UD-Robots)

Robots, being physical and digital, must adhere to different sets of guidelines if they are to be
universally designed. Which guidelines are necessary for the universal design of a rebot, and how
can we evaluate a robot to see if it is universally designed? This project aims at examining existing

guidelines to see how they apply to robots, discussing with potential users of robets in different
user cases, devising a method for evaluating robots, and using this method to evaluate several
robots.
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UiO ¢ Department of informatics -
Questions

1. What is accessibility of robots for you?

2. Do you see any benefits and/or challenges of applying
universal design to robots?

Thank you.



Feel free to reach me on: " e

diana.saplacan @ifi.uio.no et
LinkedIn: /dianasaplacan

Thank you for your attentlon |


mailto:diana.saplacan@ifi.uio.no

