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Throughout we will suppose that P be a chain-finite poset (all chains in P have finite cardinality),
indeed all our posets will be of finite length (i.e., the cardinality of the chains P is bounded).
Given x 2 P let P�x := {x

0 2 P | x
0 � x}, Px := {x

0 2 P | x
0  x}.

Define the set of joins, resp. of meets of a pair of elements x, y 2 P as

x _ y := min(P�x \ P�y); x ^ y := max(Px \ Py).

The poset P is a meet-semilattice if |x ^ y| = 1 for all x, y 2 P . If additionally |x _ y| = 1 for all
x, y 2 P , then P is a lattice.

A poset P is bounded below if it has a unique minimal element, that is called 0̂.
I.e., there is 0̂ 2 P such that P�0̂ = P . We will say that P is a ”poset with 0̂”.

A poset rank function on a poset P with 0̂ is a function ⇢ : P ! N with ⇢(0̂) = 0 and such that
x m y implies ⇢(x) = ⇢(y) + 1. (Recall that x m y means that x > z � y implies z = y for all z.)
Note that if such a rank function exists, it is unique.

• •A - set of subsets
of ambient space X

M(A ):= X \ [A

Geometry

Combinatorics

P(A ): poset of
conn. comp. of

intersections.

x  y if x � y
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MÖBIUS FUNCTIONS AND POSET POLYNOMIALS

Let P be a locally finite partially ordered set (poset).

The Möbius function of P is µ : P ⇥ P ! Z, defined recursively by
8
><

>:

µ(x, y) = 0 if x 6 y

�
xzy

µ(x, z) = �x,y if x  y

If P has a �0 and rank function �, its

characteristic polynomial is

�P (t) := �
x2P

µP (�0, x)t�(P)��(x)

-
=>u(x,x)= 1

f
2 -2

2 1

(2-1 -I - I -

was

f2-o M(5 ,5) = 1 Xp(t) = +2 - 3t + 3

• •A - set of subsets
of ambient space X

M(A ):= X \ [A

Geometry

Combinatorics

P(A ): poset of
conn. comp. of

intersections.

x  y if x � y

#

Xp(= +B- 5t+55- 4 Xp(t) = t- 3t + 3

Xp(- 1) = - 18 ↑(0) = 3
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HYPERPLANES AND GEOMETRIC LATTICES

• •

a1 =

�

��
1
0
0

�

�� , a2 =

�

��
1

�1
0

�

�� , a3 =

�

��
0
1
0

�

�� ,

a4 =

�

��
0
0
1

�

�� , a5 =

�

��
0

�1
2

�

�� .

rk(I) := dimhai | i 2 Ii

= codim
�

i2I
(ai)

� =: �(I)

Let V be a vectorspace of (finite) dimension d over the field K.

An arrangement of hyperplanes in V is any locally finite family A = {Hi}i2S ,
where Hi = {v 2 V | ai(v) = bi} for some choice of tuples (ai)i2S ✓ V

⇤ and (bi)i2S ✓ K.

The associated rank function is rkA : 2S ! N, rkA (X) := dimhai | i 2 Xi.
Call A central if bi = 0 for all i (this implies |S| < 1). In this case, P(A ) satisfies the following.

Definition. A geometric lattice is a chain-finite lattice P such that

(G1) x l y , y 2 x _ a for some a m 0̂.

Notice that a chain-finite meet-semilattice is always bounded below. In any bounded-below poset
P , the elements of A(P ) := {a 2 P | a m 0̂} are called atoms.

Remark. Every geometric lattice admits a poset rank function ⇢. If A is a hyperplane arrangement,
⇢A (x) = codim(X) for all X 2 P(A ).

CRYPTOMORPHISMS (MATROIDS)

Functions rk : 2S ! N

satisfying (R)

Chain-finite lattices

L satisfying (G1)

S = {atoms of L}, rk(I) = �(_I)

L = {A ✓ S | rk(A [ s) > rk(A) for all s 62 A}

�rk(t) thm.
= �L(t)

(S finite)

In turn, the rank function rkA satisfies the following definition.

Definition. A matroid rank function on the ground set S is any monotone function rk : 2S ! N
s.t.

(R) :

8
><

>:

0  rk(X)  |X| 8X ✓ S

rk(X [ Y ) + rk(X \ Y )  rk(X) + rk(Y ) 8X, Y ✓ S

8X ✓ S 9Y ✓ X, |Y | < 1, rk(X) = rk(Y ).

If |S| < 1, define

�rk(t) :=
X

X✓S

(�1)|X|
t
rk(S)�rk(X)

.

For matroids in this (finitary) setting see [1].

FINITE MATROIDS

Rank functions / intersection posets

... of central hyperplane arrangements

Representable m.

Orientable m.

...of pseudosphere arrangements

Number of ”regions”: = �rk(�1)

matroids / geometric lattices

(tropical linear spaces)

Infinite example: set of all subspaces of V.
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AFFINE HYPERPLANE ARRANGEMENT (K = R)

[�1, �2, �3, �4] =

�
1 1 1 1
1 �1 0 0

�
, (b1, b2, b3, b4) = (0, 0, 0, 1)

A : P(A ):

V

H1 H2 H3 H4 H5

cA : P(cA ):

V

H1 H2 H3 H4 H5

We now consider an example of an a�ne hyperplane arrangement. Then, the poset of intersections
has the following structure.

Definition. A geometric semilattice is any poset of the form L \ L�a where L is a geometric
lattice and a 2 A(L) is an atom of L.

Equivalently, a geometric semilattice is any chain-finite meet-semilattice P that satisfies (G1) –
thus admits a rank function ⇢ – and

(G2) for all x, y 2 P and for all I ✓ A(P ) s.t. y 2 _I and ⇢(x) < ⇢(y) = |I|,
there is a 2 I with x _ a 6= ;.

For this and more on geometric semilattices see [19].

AFFINE HYPERPLANE ARRANGEMENTS (K = R)

[�1, �2, �3, �4] =

�
1 1 1 1
1 �1 0 0

�
, (b1, b2, b3, b4) = (0, 0, 0, 1)

A :

I such that \i2I Hi 6= �

{}, {1}, {2}, {3}, {4}

{1, 2}, {1, 3}, {2, 3}, {1, 4}, {2, 4}

{1, 2, 3}

These are the central sets.

The family of central sets K ✓ 2S is an abstract simplicial complex.

(I.e.: if I 2 K and J ✓ I, then J 2 K)

For I 2 K set rk(I) := dimhai | i 2 Ii. This defines a semimatroid.

[Kawahara ‘04, Ardila ‘07]

Definition. A semimatroid rank function is any monotone function rk : K ! N from a finite-
dimensional simplicial complex K to the natural numbers satisfying

(Rs) :

8
>>><

>>>:

0  rk(X)  |X| 8X 2 K
rk(X [ Y ) + rk(X \ Y )  rk(X) + rk(Y ) 8X, Y ✓ S s.t.X [ Y 2 K
for all X, Y 2 K, rk(X) = rk(X \ Y ) implies X [ Y 2 K
for all X, Y 2 K, rk(X) < rk(Y ) implies X [ a 2 K for some a 2 Y \ X

For finite semimatroids [13, 2]. The infinite case is in [10].

CRYPTOMORPHISMS (SEMIMATROIDS)

Functions rk : K ! N

satisfying (R+)

Chain-finite semilattices

L satisfying (G1) & (G2)

K := {I ✓ A(L) | _I 6= �}, rk(I) = �(_I)

L = {A 2 K | rk(A�) > rk(A) for all A� 2 K, A� � A}

�rk(t) thm.
= �L(t)

(S finite)

ABSTRACT THEORY

Semimatroid (K, rk) / intersection posets L

of affine hyperplane arrangements

of “pseudoarrangements”

[Baum-Zhu ‘15, D.-Knauer DGC ’24]

semimatroids / geometric semilattices
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TORIC ARRANGEMENTS

[a1, a2, a3] =

�
1 1 1
1 �1 0

�

; for I ✓ [n]: m(I) := #Tor(Zd/haiiI).

A : P(A ):

The pair (rk, m) satisfies the axioms of an arithmetic matroid...

[d’Adderio-Moci ‘13, Brändén-Moci ‘14 ]

... but it does not determine P(A ): no cryptomorphism.

[Pagaria ‘17]

But P(A ) determines ring H�(M(A ), Q)

[Callegaro, D’Adderio, D., Migliorini, Pagaria]

---

-
z = 1 M
_
a
=

1/

↓
I & j(

*

x(x

(z,, 72 & zzz = 1

za2 = 1

Zitz= /

za = 1

Let a1, . . . , an 2 � ' Zd be an n-tuple of nonzero, full-rank elements.

Definition. The associated toric arrangement is the set A = {H1, . . . , Hn} of subtori
Hi = {z 2 (C⇤)d | z

ai = 1}.

Fix p, q 2 N and let G = Rp ⇥ (S1)q.

Definition. The associated abelian arrangement in Gd is

A = {H1, . . . , Hn}, Hi = ker (Hom(�, G) ! G, ' 7! '(ai))

If (p, q) = (2, 0) call A ”linear”;
if (p, q) = (1, 1) the arrangement A is toric;
if (p, q) = (0, 2) call A ”elliptic”.

TORIC ARRANGEMENTS

[a1, a2, a3] =

�
1 1 1
1 �1 0

�
; for I ✓ [n]: m(I) := #Tor(Zd/haiiI).

A : P(A ):

The pair (rk, m) satisfies the axioms of an arithmetic matroid...

[d’Adderio-Moci ‘13, Brändén-Moci ‘14 ]

... but it does not determine P(A ): no cryptomorphism.

[Pagaria ‘17]

But P(A ) determines ring H�(M(A ), Q)

[Callegaro, D’Adderio, D., Migliorini, Pagaria]

EXAMPLE: COXETER ARRANGEMENTS

Let � : {a1, . . . , an} ✓ Zd roots of Coxeter system of type ABCD.

Let A� be the associated Abelian arrangement.

G = R

COXETER GROUPS

OI - a root system of type ABCD
. Ee Kd weight lattice

.

to - associated abelian arrangement .

G -

- IR .
G -

- S
'

-

Linear
,

toric
, elliptic .

① Explicit description of Cto via
"

enriched partitions
"

I Bibby )

② Eto is EL - shell able LD
.

 
- Girard - Paolini )

G = S1

COXETER GROUPS

OI - a root system of type ABCD
. Ee Kd weight lattice

.

to - associated abelian arrangement .

G -

- IR .
G -

- S
'

-

Linear
,

toric
, elliptic .

① Explicit description of Cto via
"

enriched partitions
"

I Bibby )

② Eto is EL - shell able LD
.

 
- Girard - Paolini )

Linear, toric, elliptic:

– Explicit description of P(A ) via ”enriched partitions” [Bibby ‘18]

– P(A ) is EL-shellable [D.-Girard-Paolini ‘19]

EXAMPLE: COXETER ARRANGEMENTS

Let � : {a1, . . . , an} ✓ Zd roots of Coxeter system of type ABCD.

Let A� be the associated Abelian arrangement.

G = R

COXETER GROUPS

OI - a root system of type ABCD
. Ee Kd weight lattice

.

to - associated abelian arrangement .

G -

- IR .
G -

- S
'

-

Linear
,

toric
, elliptic .

① Explicit description of Cto via
"

enriched partitions
"

I Bibby )

② Eto is EL - shell able LD
.

 
- Girard - Paolini )

G = S1

COXETER GROUPS

OI - a root system of type ABCD
. Ee Kd weight lattice

.

to - associated abelian arrangement .

G -

- IR .
G -

- S
'

-

Linear
,

toric
, elliptic .

① Explicit description of Cto via
"

enriched partitions
"

I Bibby )

② Eto is EL - shell able LD
.

 
- Girard - Paolini )

/Z2

Toric case: A� is ”covered”

by the associated affine

Weyl reflection arrangement.

TRANSLATIVE ACTIONS

Understand abelian arrangements as ”quotients” of linear, periodic ones.

A �:

MOTIVATION

Understand abelian arrangements as

"

quotients
"

of linear
, periodic ones

.

( Z ' ) periodic ( translations ) toric , Elliptic ,&c .

Poset of  intersections :

-

i
 

'
i

i xn.gr# of
'

,

\
I

\ i
i

.

×
.

g×
! If

x. gx
have

upper
bound

,
then  

x=gx
-

- i
'

, 9
,

'

TRANSLATIVE ACTION\

. I

-

-

I

MOTIVATION

Understand abelian arrangements as

"

quotients
"

of linear
, periodic ones

.

( Z ' ) periodic ( translations ) toric , Elliptic ,&c .

Poset of  intersections :

-

i
 

'
i

i xn.gr# of
'

,

\
I

\ i
i

.

×
.

g×
! If

x. gx
have

upper
bound

,
then  

x=gx
-

- i
'

, 9
,

'

TRANSLATIVE ACTION\

. I

-

-

I

(Z2�) periodic (translations) Toric, Elliptic, etc.

MOTIVATION

Understand abelian arrangements as

"

quotients
"

of linear
, periodic ones

.

( Z ' ) periodic ( translations ) toric , Elliptic ,&c .

Poset of  intersections :

-

i
 

'
i

i xn.gr# of
'

,

\
I

\ i
i

.

×
.

g×
! If

x. gx
have

upper
bound

,
then  

x=gx
-

- i
'

, 9
,

'

TRANSLATIVE ACTION\

. I

-

-

I
If x and gx have upper bound, then x = gx.

For all Abelian arrangements:

P(A ) ' P(A �)/Zd

Given any abelian arrangement A let A � denote the lift of A to the universal cover of Gd.

Note: in general, A � is an arrangement of subspaces (not necessarily of hyperplanes).
Yet, for every abelian A the poset P(A �) is a geometric semilattice (see, e.g., [7]).

References.
For the Coxeter case see [3, 8].
For arithmetic matroids see [6].
Two toric arrangements with di↵erent posets but same arithmetic matroids [14].
For the cohomology computation in the toric case see [5].
For the ”oriented matroidal counterpart” of semimatroids and group actions see [9].
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GROUP ACTIONS ON GEOMETRIC SEMILATTICES

From now:
L: a chain-finite geometric semilattice;

G: a group acting on L by poset automorphisms.

�
� : G � L

P� = L/G := {Gx | x 2 L}; Gx  Gy iff x  gy for some g 2 G.

This is a poset (eg., since L has a rank function)

Definition. A c.-f. poset P with 0̂ is geometric if it satisfies (G1), (G2).

Theorem. Let G � P be a translative action. If P is geometric, so is P/G.

Corollary. If the action � is translative, then P� is a geometric poset.

So P(A ) is geometric for every abelian arrangement A .

GROUP ACTIONS ON GEOMETRIC SEMILATTICES

From now:
L: a chain-finite geometric semilattice;

G: a group acting on L by poset automorphisms.

�
� : G � L

P� = L/G := {Gx | x 2 L}; Gx  Gy iff x  gy for some g 2 G.

This is a poset with rank function �� and set of atoms E�. For I ✓ E� let

rk�(I) := max ��(_I), m�(I) := # _ I.

Theorem. (E�, rk�) is a (semi)matroid if and only if � is translative.

Definition.

T�(x, y) := �
I✓E�

m�(I)(x � 1)rk�(E)�rk�(I)(y � 1)|I|�rk�(I)

GROUP ACTIONS ON SEMIMATROIDS

Let G be a group

A G-semimatroid

� : G � (K, rk)

is an action of G

on a semimatroid (K, rk)

by automorphisms of K.

A G-geometric semilattice

� : G � L

is an action of G

on a geometric semilattice L

by poset-automorphisms.

CRYPTOMORPHISM! �

If � is translative: (1) T�(x, y) has positive coefficients

(2) �P�(t) = (�1)rk(E�)T�(1 � t, 0) [D.-Riedel ‘18]

TORIC ARRANGEMENTS AND EQUIVARIANT MATROID THEORY

LECTURE 2: POLYNOMIALS AND STANLEY-REISNER RINGS

Emanuele Delucchi
IDSIA USI/SUPSI

Lugano, Switzerland.

ASGARD24
University of Oslo, may 28, 2024.

We call a poset pure if all maximal chains have the same (finite) length.

Recall. A geometric poset is any bounded-below, pure poset satisfying (G1) and (G2).

An action of a group G on a chain-finite poset P is translative if, for all g 2 G, x _ gx 6= ; implies
x = gx.

Main references for this lecture: For the Tutte polynomial part: [10], for the remainder [7].

GROUP ACTIONS ON SEMIMATROIDS

Z2 �

GROUP ACTIONS ON SEMIMATROIDS 7

c0

c1

c2

d0 d1 d2

b0

b�1

b1 b2

b3
a1 a2 a3

a4

a5

d0 d1 d2

b0 b1 b2 b3
a1 a2 a3 a4

Figure 2. Arrangements of pseudolines corresponding to the dele-
tion S/{ei}i (l.h.s.), and the contraction S/{e0} (r.h.s.), where S is
the semimatroid of Example 1.8. Again, we show only local pieces
of these infinite arrangements, and the pictures must be thought
of as being repeated in order to fill the plane (resp. the line).

Proof. The proof of [1, Proposition 7.5 and 7.7] adapts straightforwardly. �

Definition 1.16. A loop of a locally ranked triple S = (S, C, rk) is any s 2 S with
rk(s) = 0. An isthmus of S is any s 2 S such that, for every X 2 C, X [ s 2 C and
rk(X [ s) = rk(X) + 1.

To every locally ranked triple (S, C, rk) with a finite ground set S we can associate
the following polynomial.

TS(x, y) :=
X

X2C
(x � 1)rk(S)�rk(X)(y � 1)|X|�rk(X)

Remark 1.17. If S is a finite semimatroid, this is exactly the Tutte polynomial of
S introduced and studied by Ardila [1]. In particular, if S is a matroid, this is the
associated Tutte polynomial.

One of the first and most famous results about Tutte polynomials of matroids is
the following “activities decomposition theorem” first proved by Crapo.

Proposition 1.18 ([7, Theorem 1]). Let S be a matroid with set of bases B and
fix a total ordering < on S. Then,

TS(x, y) =
X

B2B
x

|I(B)|
y

|E(B)|
,

where

I(B) is the set of internally active elements of B, i.e., the set of all b 2 B which
are <-minimal in some dependent subset of S \ (B \ b).

E(B) is the set of externally active elements of B, i.e., the set of all e 2 S \ B

that are <-minimal in some dependent subset of B [ e.

Remark 1.19. One of the major results about arithmetic Tutte polynomials is an
analogon to Crapo’s theorem for realizable arithmetic matroids (see Remark 1.24).
One of our results is the generalization of this theorem to all centered translative
G-semimatroids (Theorem H).

S := {ai, bj, ck, dl}i,j,k,l2Z, L := poset of intersections

EXAMPLE (G = Z2)

c0

d0

b1b0
a1 a2

a0 ;

a b c d

[a0b0c0d0][b1c0] [a1c0][a1b0] [a2b1] [a1b1]

;(1)

a
(1)

b
(1)

c
(1)

d
(1)

{a, b}(4) {a, c}(2) {b, c}(2) {a, d}(1) {b, c}(1) {b, d}(1)

{a, b, c}(1) {a, b, d}(1) {a, c, d}(1) {b, c, d}(1)

{a, b, c, d}(1)

P� := L/G

E� := S/G = {a, b, c, d}

K := {I ✓ E� | _I 6= �} =

rk�(A) := max �(_A)

m�(A) := | _ A|

T�(x, y) := �
A✓E�

m�(A)(x � 1)rk�(E�)�rk�(A)(y � 1)|A|�rk�(A)

4 - 2

2 1 .(x+ )2
-

2(y-1)
2 2 2 2 4(x(2

-2(y- 13
- 2

2 2 2 2 2 = 11 .()
-22

9 1 1 1 #
O O

4 . (x - 1)
-

(y- 1)
2

1 . (x - 1) - 1

2 -
- y2 -zy+ 1 + 4y - 4 + 11

+ 4x - 4 +x2-2x + 1

- Ta(tm) = y2+x+ 2y + 2x + 5

We write ↵ : G � L for the data of a group action
on a geometric semilattice L.

We have seen that if ↵ is translative, then

(1) P↵ := L/G is a geometric poset.
(2) (E↵, rk↵) is a (semi)matroid.
(3) �P↵(t) = (�1)rk↵(E↵)

T↵(x � 1) = �rk↵(t)
(4) T↵(x, y) has positive coe�cients.

We now explain the deletion-contraction recursion
in the case ↵ is translative.
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DELETION / CONTRACTION

6 EMANUELE DELUCCHI AND SONJA RIEDEL

C ={;} [ {ai}i [ {bi}i [ {ci}i [ {di}i [ {ei}i [ {ai, bj}i,j [ {ai, cj}i,j

[ {ai, dj}i,j [ {ai, ej}i,j [ {bi, cj}i,j [ {bi, dj}i,j [ {bi, ej}i,j [ {ci, dj}i,j

[ {di, ej}i,j [ {a2i+k, b2i�k, ck}i,k [ {a2i+k, b2i�k, dk}i,k [ {ak, bk�2i�1, ei}i,k

[ {a2i+k, ck, di}i,k [ {b2i�k, ck, di}i,k [ {a2i+k, b2i�k, ck, di}i,k,

rk(X) = codim(\X) for all X 2 C

and one easily checks that this defines a finitary semimatroid.
For readability’s sake, here and in all following examples we omit to specify that

all indices run over Z and that the union is taken over sets of sets, thus using the
shorthand notation {ai, bj}i,j for {{ai, bj} | i, j 2 Z}.

Notice that this triple cannot be obtained from an arrangement of straight lines:
such an arrangement is called non-stretchable. �

�2

�1

c0

c1

c2

d0 d1 d2

b0

b�1

b1 b2

b3
a1 a2 a3

a4

a5

e1

e0

Figure 1. A non-stretchable pseudoline arrangement (it should
be thought of as repeating and tiling the plane).

We now state some basic facts and definitions about semimatroids for later ref-
erence. Except where otherwise specified, the proofs are parallel to those given in
[2, Section 2].

Definition 1.8. Let S = (S, C, rk) be a finitary semimatroid and X 2 C. The
closure of X in C is

cl(X) := {x 2 S | X [ x 2 C, rk(X [ x) = rk(X)}.

A flat of a finitary semimatroid S is a set X 2 C such that cl(X) = X. The set
of flats of S ordered by containment forms the poset of flats of S, which we denote
by L(S).

Remark 1.9. For all X 2 C we have cl(X) = max{Y � X | X 2 C, rk(X) = rk(Y )},
i.e., the closure of X is the maximal central set containing X and having same rank
as X. In particular, we have a monotone function cl : C ! C.

Remark 1.10. A poset is the poset of flats of a matroid if and only if it is a geometric
lattice (see Definition 5.1). In Section 5 we will prove a similar correspondence
between finitary semimatroids and geometric semilattices (Theorem E).

�:

e := Ge0; stab(e) := stab(ei)

8 EMANUELE DELUCCHI AND SONJA RIEDEL

c0

c1

c2

d0 d1 d2

b0

b�1

b1 b2

b3
a1 a2 a3

a4

a5

d0 d1 d2

b0 b1 b2 b3
a1 a2 a3 a4

Figure 2. Arrangements of pseudolines corresponding to the dele-
tion S \ {ei}i (l.h.s.), and the contraction S/{e0} (r.h.s.), where
S is the semimatroid of Example 1.7. Again, we show only lo-
cal pieces of these infinite arrangements, and the pictures must be
thought of as being repeated in order to fill the plane (resp. the
line).

Proposition 1.17 ([8, Theorem 1]). Let S be a matroid with set of bases B and
fix a total ordering < on S. Then,

TS(x, y) =
X

B2B
x

|I(B)|
y

|E(B)|
,

where, for every B 2 B,

I(B) is the set of internally active elements of B, i.e., the set of all b 2 B which
are <-minimal in some codependent subset of S \ (B \ b).

E(B) is the set of externally active elements of B, i.e., the set of all e 2 S \ B

that are <-minimal in some dependent subset of B [ e.

Remark 1.18. Arithmetic Tutte polynomials satisfy an analogue to Crapo’s theorem
for realizable arithmetic matroids (see Remark 1.25). One of our results is the
generalization of this theorem to all centered translative G-semimatroids (Theorem
H).

1.2. Arithmetic (semi)matroids and their Tutte polynomials. We extend
the definition of arithmetic matroids given in [5] and [9] to include the case where
the underlying structure is a finite semimatroid.

Definition 1.19 (Compare Section 2 of [5]). Let S = (S, C, rk) be a locally ranked
triple. A molecule of S is any triple (R, F, T ) of disjoint sets with R [ F [ T 2 C
and such that, for every A with R ✓ A ✓ R [ F [ T ,

rk(A) = rk(R) + |A \ F |.

Remark 1.20. Once a total ordering of the ground set S is fixed, the notion of
basis activities for matroids briefly recapped in Proposition 1.17 above allows us to
associate to every basis B a molecule (B \ I(B), I(B), E(B)).

Definition 1.21 (Extending Moci and Brändén [5]). Let S = (S, C, rk) be a finite
locally ranked triple and m : C ! R any function. If (R, F, T ) is a molecule, define

⇢(R, R [ F [ T ) := (�1)|T |
X

R✓A✓R�F�T

(�1)|R�F�T |�|A|
m(A).
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�/e: stab(e) �

-

-

Let (K, rk) be a semimatroid. Call S the set vertices of K and let A ✓ S.

Set

K\A := {X \ A | X 2 K}, rk\A := rk|K\A ;

K/A := {X 2 K\A | X [ A 2 K}; rk/A : K/A ! N, rk/A(X) := rk(X [ A) � rk(A)

Definition.
The deletion of A from K is the semimatroid (K, rk) \ A := (K\A, rk\A).
If A 2 K, the contraction of A in (K, rk) is (K, rk)/A := (K/A, rk/A).

Note. The geometric semilattices of deletion and contraction of the semimatroids are as follows:

L((K, rk)/A) =
[

a2A

L(K, rk)�a; L((K, rk) \ A) = {_X | X ✓ A(L) \ A} ✓ L

TRANSLATIVE ACTIONS
[D.-Riedel ‘18]

Recall: if � is translative, then (K, rk�) is a semimatroid on E�.

A loop is any e 2 E� such that rk�(e) = 0;

A coloop is any e 2 E� such that rk�(I \ {e}) < rk�(I) for all I � e.

Theorem. If � is translative, for all e 2 E� we have the recursion

T�(x, y) = (x � 1)T�\e(x, y) + (y � 1)T�/e(x, y),

according to whether e is a coloop or a loop, where

� \ e := G � (K, rk) \ e, �/e := stab(e) � (K, rk)/e.

Now let ↵ : G � (K, rk) denote a simplicial, rk-preserving action of a group G on K, and let e 2 E↵.
Recall that then e = Gs is the orbit of some s 2 S.

Definition.
The deletion of e from ↵ is the semimatroid ↵ \ e : G � (K, rk)\e.
The contraction of e in ↵ is ↵/e : stab(s) � (K, rk)/s.

Note. If ↵ is translative, then so are ↵/e and ↵ \ e.

Note. We have P↵/e = P↵�e. Moreover, P↵\e is the poset obtained as all elements of P↵ that can
be obtained as joins of atoms di↵erent than e; more precisely: P↵\e =

S
A✓A(P↵)\{e} _A.

Warning. In the deletion-contraction formula given in the slide, the factor (x � 1) appears only if
e is a coloop; the factore (y � 1) only if e is a loop.

SIMPLICIAL COMPLEXES AND THEIR FACE RINGS

A simplicial complex � on a finite vertex set V has a poset of faces

SIMPLICIAL COMPLEXES

A SIMPLICIAL COMPLEX on the vertex set V is any DEN sit
.
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£
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3 of
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FACE RING ( "

Stanley - Reisner Ring
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) of D ( over afield IK ) is

RCD ) :=lKL*heVY( tilted )
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) of D ( over afield IK ) is

RCD ) :=lKL*heVY( tilted )

If |V| < �, the face ring (”Stanley-Reisner Ring”) of � (over a field K) is

R(�) := K[xv | v 2 V]

�
�

�� �
v2�

xv

����� � 62 �

�

��

Let (K, rk) be a semimatroid. The associated independence complex is the simplicial complex

I(K, rk) := {I 2 K | rk(I) = |I|}.

Note. The poset of faces of this simplicial complex, PI(K,rk) is a geometric semilattice, and all its
lower intervals are boolean.
Note. If the semimatroid has no loops and has geometric semilattice L, this is isomorphic to the
abstract simplicial complex of independent sets of atoms I(L) = {I ✓ A(L) | |I| = ⇢(_I)}.

Definition. Let ↵ : G � (K, rk) be a group action on a semimatroid. Define the independence
poset

I↵ := PI(K,rk)/G

Note. If the action on K is translative (equivalently: the action on the associated semilattice is
translative), then so is the induced action on PI(K,rk).
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ARRANGEMENTS AND MATROIDS

Let A be a linear arrangement; IA complex of ”independent sets”

EXAMPLE

A : set of linear hyperplanes in a vector space .

A : Ia :

"

independent
"

sets

3
4,23 4.33 1433

z
111 121 133

I ¢

Algebraic interpretation of some related number sequences / polynomials &
.

For instance :

tE POLYNOMIAL  of A

Hills ( READ =tdTlH
( 1 - f)

dti

( This is really about the associated MATROID and its polynomials )

EXAMPLE

A : set of linear hyperplanes in a vector space .

A : Ia :

"

independent
"

sets

3
4,23 4.33 1433

z
111 121 133

I ¢

Algebraic interpretation of some related number sequences / polynomials &
.

For instance :

tE POLYNOMIAL  of A

Hills ( READ =tdTlH
( 1 - f)

dti

( This is really about the associated MATROID and its polynomials )

Algebraic interpretation of some number sequences / polynomials. E.g.,

Hilb(R(IA ), t) =
tdT(1/t, 1)

(1 � t)d

(This really is a ”matroid” statement)

GROUP ACTIONS ON SIMPLICIAL POSETS
[D.-d’Alı̀ ‘21]

Call a chain-finite poset P simplicial if (1) P is bounded below

(2) Px is Boolean for all x.

Examples. The face poset P� of a simplicial complex �.

The independence poset I(L) of a geometric semilattice.

Theorem. Let G act by automorphisms on a simplicial poset P. Then

P/G is a simplicial poset , the action is translative.

Corollary. If � : G � L translative, then I� is a simplicial poset.

For toric arrangements see also [Martino/Lenz]

Note. For every group action on a semimatroid ↵,
the poset I↵ is simplicial.

Note. General for this and the remainder of this
lecture [7].

STANLEY-REISNER RINGS
[...à la Yuzvinsky]

Let P be a simplicial poset. For � 6= M ✓ max P set M\ :=
�

m2M Pm.

M\ is the poset of faces of a simplicial complex �M

X(P) := {�M | � 6= M ✓ P}, �M1  �M2 if M1 � M2

Y(P): sheaf on X(P). Y(P)(�M) := R(�M), natural projections.

Definition. The Stanley-Reisner ring of P is the ring of global sections

R(P) := �Y(P)

Theorem If |P| < �, then R(P) is Stanley’s ”face ring” of P.

(In particular, R(P�) ' R(�) for every finite simplicial complex �.)

[D.-D’Alı̀ ‘21, See also: Lü-Panov ‘11, Brun-Römer ‘08]

STANLEY–REISNER RINGS FOR SYMMETRIC SIMPLICIAL COMPLEXES 11

From this we can prove purity of stabK(y) as a subgroup of K. Apply first the
Snake Lemma to get

K

stabK(y)
» G

stabG(y)
and then note that the group on the right-hand side is torsion-free by assumption.
Moreover, using Equation (:) and property (‹) for G œ P we can compute the
rank of stabK(y) to be (d ´ rk(y)) ´ (d ´ rk(x)) = rk(x) ´ rk(y) = d2 ´ rk|Gx(y),
as required.

�

3. Simplicial structures

3.1. Simplicial posets.

Definition 3.1 (Compare [56]). A finite-length, countable poset P is called simpli-
cial if it has a unique minimal element, and for all p P P the lower interval P�p is
a Boolean algebra.

�

a b c

�1 �3 �2 �4

T1 T2

Figure 3. A finite simplicial poset P that is not the poset of faces
of a simplicial complex.

Remark 3.2. Every simplicial poset is graded in the sense of Definition 2.6. In
particular, if P is a simplicial poset and p P P, then rk(p) equals the number of
elements of the Boolean algebra P�p, i.e., P�p is isomorphic to Brk(p) (cf. Example
2.1).

Definition 3.3. We also recall from [57] the definition of the f-vector of a finite
simplicial poset P of length d,

f(P) := (f´1(P), . . . , fd´1(P)), where fi(P) := |tx P P | rk(x) = i + 1u|,
and of the associated h-polynomial

hP(t) := td
dÿ

i=0
fi´1(P)

�
1 ´ t

t

�d´i

.

Remark 3.4. The h- and the characteristic polynomial of a simplicial poset P are
related as follows:

�P(t) =
dÿ

i=0
fi´1(P)(´1)itd´i = (t ´ 1)dhP

�
1

1 ´ t

�
.
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a

b c

�1

�2

�3
T1

a

b c

�1

�2

�3
T2

a

b c

�1

�2

�3

b c

b �4 c

Figure 4. The poset X(P) associated with the simplicial poset P
from Figure 3 in Section 3.1. Since each order ideal of P of the
form r�s is the poset of faces of a simplicial complex, we use here
such (labeled) simplicial complexes for visualization purposes.
For instance, rtT1, T2us = P�T1 X P�T2 is represented above by
the empty triangle with vertices ta, b, cu and edges t�1, �2, �3u,
whereas rtT1, �4us = rtT2, �4us = rtT1, T2, �4us is represented by the
disconnected simplicial complex with two points b and c.

commutative rings) on a poset is then completely determined by the assignment
of a covariant functor from the poset (seen as a category as in Remark 2.11) to the
category of commutative rings (see, e.g., [5]).

With this in mind, again following [60], we define the sheaf of commutative
rings Y(P) on the poset X(P) by the assignments

X(P) Q r�s �Ñ Rr�s

(r�s �X(P) r� 1s) �Ñ �
r�s
r� 1s : Rr�s � Rr� 1s,

where �
r�s
r� 1s : Rr�s � Rr� 1s is the natural projection.

Definition 5.1. The Stanley–Reisner ring of P is then the ring of (global) sections

R(P) := �(Y(P)).

We view any q P R(P) as an X(P)-tuple of polynomials, and for every r�s P X(P)
we denote by qr�s P Rr�s the component associated to r�s. The variables of qr�s
are indexed by the atoms in r�s.

With a slight abuse of notation, we will reserve the letter � to denote both
a maximal element of P and a minimal element of X(P), since every minimal
element rt�us of X(P) is uniquely determined by the choice of a maximal element
� of P. In particular, we will write q� for qrt�us.

Example. A simplicial poset P and its associated X(P ).

RINGS OF INVARIANTS

Let P be a simplicial poset.

Every action G � P induces an action G � R(P).

Theorem. If the action G � P is translative, then

R(P)G ' R(P/G)

[Garsia-Stanton ‘86: finite Coxeter complexes]
[Reiner ‘92: finite balanced complexes]

viny of -

invariants
S

-

& Sinite s . c .

G &A simplicial action induces GPo

· GRPp istranslative <G preserves proper coloring ofA

E> "Bredon's condition (A) "

· Go A(PG) ways translative

Below is the sheaf Y (P ) and one of its global sections.18 ALESSIO D’ALÌ AND EMANUELE DELUCCHI

k[a, b, c] k[a, b, c] k[b, c]

k[a, b, c]
(abc)

k[b, c]
(bc)

1 + ab + abc 1 + ab 1 + b2c

1 + ab

1

Figure 5. On the left, the sheaf Y(P) on the poset X(P) from Fig-
ure 4; on the right, one of the global sections of Y(P). Data are
here organized in the same shape as Figure 4.

Let us record here a simple observation that will come in handy in what fol-
lows.

Definition 5.2. Let p P P and recall that we write A(P) for the set of atoms of
P. We say that a monomial m =

�
vPA(P) x�v

v is supported at p if �v = 0 for all
v P A(P)zP�p.

Lemma 5.3. Let q P �(Y(P)), p P P, �, � 1 P max(P) such that p � �, � 1. Then the
monomials supported at p appear with the same coefficients inside q� and q� 1 .

Proof. Since p P P�� X P�� 1 , any monomial supported at p appears inside q�

(respectively q� 1 ) with the same coefficient it has inside qr�s P Rr�s, where � =

t�, � 1u. �
5.2. The finite case. In this section we show that, in the finite case, we recover
the classical constructions.

Fix a field . Given a finite simplicial poset P, we let rS be the polynomial ring
[xp | p P P] (with the grading given by deg(xp) = rk(p)) and S := S̃/(x0̂ ´ 1)

be its dehomogenization with respect to x0̂. Given an order ideal a inside P
and p, q P a, let ua(p, q) be the (possibly empty) set of minimal common upper
bounds in a of p and q. In symbols,

ua(p, q) := tz P a | z � p, q and Ez 1 P a s.t. z � z 1 � p, qu.

We define �IPa to be the following ideal of rS:
�IPa := (xp | p R a) + (xpxq ´ xp^q

ÿ

zPua(p,q)

xz | p, q P a, p, q incomparable),

where the sum
�

zPua(p,q) xz is taken to be zero when p and q have no common
upper bound in a (in this case, the generator xpxq ´ xp^q

�
zPua(p,q) xz is simply

the monomial xpxq). Let then IPa be the dehomogenization of �IPa with respect to
x0̂, i.e. the ideal of S obtained from �IPa by setting to 1 all occurrences of the
variable x0̂.
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THE COHEN-MACAULAY PROPERTY

A f.d. simplicial complex � is Cohen-Macaulay if, for every � 2 �,

the link of � in �, lk(�), is connected through codimension 1.

A f.l. (simplicial) poset P is Cohen-Macaulay if the simplicial complex �(P)

of all chains in P is Cohen-Macaulay.

Note When saying ”Cohen-Macaulay in characteristic �” replace by:

�Hi(lk�(�), K) = 0 for all i < dim(lk�(�)) and char(L) = �.

Fi((
,x)

F↑2

k

BACK TO GEOMETRIC SEMILATTICES

Let L be a geometric semilattice, � : G � L a translative action.

Observation. Hilb(R(I�)
G, t) =

tdT�( 1
t , 1)

(1 � t)d�1 .

Definition an action � : G � L is refined if it is translative, G is free abelian,

and there is k 2 N such that, for every x 2 L:

stab(x) is a direct summand of G, free of rank k · (�(L) � �(x))

Theorem. If � is refined, then P� and I� are Cohen-Macaulay in character-

istic 0 and in every characteristic not dividing an explicitly computable ��.

Note. Top Betti numbers: T�(0, 0) and �T�(0, 1).

”EXPLICITLY COMPUTABLE”...

Let � : G � L be a refined action on a geometric semilattice with associated

underlying matroid (E�, rk�).

For every I ✓ E� let

G(I) := G/ stabG(I).

Then:

�� := lcm{��(B) | B basis of (E�, rk�)},

where, for every basis B,

��(B) :=

�
G(B) :

�

b2B
stabG(I) (B \ b)

�

TORIC ARRANGEMENTS AND EQUIVARIANT MATROID THEORY

LECTURE 3: SUPERSOLVABILITY AND APPLICATIONS

Emanuele Delucchi
IDSIA USI/SUPSI

Lugano, Switzerland.

ASGARD24
University of Oslo, may 29, 2024.

SUMMARY

2 :
G02-semimatroid

Geometric ↑ "Standard"Wemilation L

V WheT

matroids
Crank d) G-independence

complex=
~ ~

& 1 I " da

Ta(x, 7) P (Ea , rka ,ma)TRANSLATIVE

matroid & (P)

"NORMAL"&(A1. 2) & (A2)KicontractionFO ET

Pa
, In CH(d)J=(1 - t)d - 1 Arti

.
matroid "ARITHMETIC"

#REPRESENTABLEE(ubc) = ( 1) Ta(0
, 0) A

• •

·DO
J

(xp(+) = 23 - 5t+ 0+ 4

= (t - 1)(t2 - 4 + +4)
Xp() = 0

= (t - 1)(t -2)(t -2)
Superstrable

Let P be a geometric lattice with rank function ⇢. An element x 2 P is modular in P if

⇢(x _ x) + ⇢(x ^ y) = ⇢(x) + ⇢(y) for all y 2 P .

Theorem. [17] Suppose that P is finite. If x is modular in P , then �Px
(t) divides �P (t). Moreover,

if x l 1̂, then

�P (t) = �Px
(t)(t � a), where a = |A(P ) \ A(Px)|.

Definition. A geometric lattice P is supersolvable if it possesses a maximal chain consisting of
modular elements.

Corollary. If P is a finite geometric lattice that is supersolvable via a chain 0̂ = x0lx1l. . .lxd = 1̂,
then

�P (t) =
dY

i=1

�
t � |A(Pxi) \ A(Pxi�1)|

�
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• •

Iy
-

S(xvy) +f(xmy) g(x) +g(z) ⑭ S* T T &O
~

W
- v- 1 + 2 3

+T j
↳

- xnya

Let P be a geometric lattice and x a modular element with x l 1̂.

Consider a, a
0 2 A(P ) \ A(Px) and let y := a _ a

0. Then ⇢(y) = 2 and x _ y = 1̂. Modularity of x

implies
⇢(1̂) + ⇢(x ^ y) = ⇢(x _ y) + ⇢(x ^ y) = ⇢(x) + ⇢(y) = (⇢(1̂) � 1) + 2

whence ⇢(x ^ y) = 1. This means that there is b 2 A(Px) with y > b.

This fact has a geometric meaning: if P is the lattice of intersections of a central hyperplane
arrangement A and if ` is a modular intersection of dimension 1, then the intersection of any two
hyperplanes not containing ` will be contained in some hyperplane that does contain `. This means
that the projection along ` defines a fibration of the complement of A .

• •

·M * Men' -H"

-a X =M(A)· X
U

p
+
(x) =M)4a , %

Definition. Let E, B be topological spaces. A continuous surjection p : E ! B is a bundle map
(or ”has the bundle property” as in [12, III.4, p. 65]) if there exist a topological space F (called the
”fiber space”) such that for every b 2 B there is an open neighborhood U and a homeomorphism
�U : U ⇥ F ! p

�1(U) such that p�U is the canonical projection U ⇥ F ! U .

Theorem 4.1 of [12] proves that every bundle map satisfies the homotopy lifting property (called
”CHP” for ”Covering Homotopy Property” in [12]) for every CW-complex, and thus is a fibration in
the sense of Serre. In particular, if p : E ! B is a bundle map with fiber F , e0 2 E is any basepoint,
b0 := p(e0) and x0 2 F is such that �(b0, x0) = e0, there is a long exact sequence of homotopy groups

. . . ! ⇡n(F, x0) ! ⇡n(E, e0) ! ⇡n(B, b0) ! ⇡n�1(F, x0) ! . . . . . . ! ⇡0(B, b0) ! 0.

In particular, if ⇡i(F, x0) = 0 for i > 1, we can conclude ⇡i(B, b0) ' ⇡i(E, e0) for all i > 1.

FIBRATIONS OF HYPERPLANE ARRANGEMENTS

[Falk-Randell ‘85; Terao ‘86]

A3

proj.

A2

A1

Modular Elements

Fiber-type , Supersolvable

Falk and Randell [11] studied fiber-type arrangements of hyperplanes. These are central hyper-
plane arrangements A in Cd that possess an intersection ` of dimension 1 such that the projection p

of Cd along ` restricts to a bundle map M(A ) ! M(A 0), where A 0 := {p(H) | H 2 A s.t. ` ✓ H}
consists of the projections of all H 2 A that contain ` is recursively required to be fiber-type, and
the fiber then is homeomorphic to C minus a finite set of points.

Repeated application of the Long Exact Sequence argument above shows that a fiber-type arrange-
ment A has ⇡(M(A )) = 0 for all i > 1.

Terao’s theorem [18] shows that a hyperplane arrangement A is fiber-type if and only if P(A ) is
a supersolvable geometric lattice. In fact, ` l 1̂ is a suitable intersection of dimension 1 if and only
if it is a modular element in P(A ).
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THE K(�, 1)-PROBLEM

An arrangement A is called K(�, 1) if �i(M(A )) is trivial for i > 1.

K(�, 1) problem: does P(A ) know whether A is K(�, 1)?

For hyperplane arrangements this is a classical and storied problem.

E.g., finite real [Deligne ‘72] and complex [Bessis ‘12] reflection arrangements,

as well as fiber-tipe arrangements [Falk-Randell ‘85] are K(�, 1).

The following classes of non-linear arrangements are K(�, 1).

Toric Coxeter arrangements (via [Paolini-Salvetti ‘21] )

Large type toric arrangements (via [Hendriks ‘85])

Fiber-type toric and elliptic arrangements [Bibby-D. ‘20]

FIBER-TYPE ABELIAN ARRANGEMENTS

Let A be an abelian arrangement in Hom(�, G) ' Gd.

FIBER-TYPE ABELIAN ARRANGEMENTS (Bibby-D.2022]

Let Abe an abelian arrangementin Hom(5,G) =G"

A is fiber-type if d=1, or there exists a

rank-one, split-directsummand r'er and an

abelian
arrangementB

in Hour (Pi, G) =G4,
such that:

·
B is fiber-type

·
The natural projection G-44 restricts to

⑧

a fibration M(A) -> MIB) with fiber

homeomorphic to ⑰ I points]
⑧

A is fiber-type if d = 1, or if there exists a rank-

one, split-direct summand N ✓ Zd and an ar-

rangement B in Hom(�/N, G) ' Gd�1, such

that:

• B is fiber-type

• The natural projection Gd ! Gd�1

restricts to a fibration M(A ) ! M(B) with

fiber homeomorphic to G \ {points}.

Note. Fiber-type linear, toric, elliptic arrangements are K(�, 1).

Main reference for what follows: [4]

For linear, resp. toric or elliptic arrangements the
fiber is a punctured R2, resp. punctured C⇤ or (S1)2.

In any case the fiber is homotopy equivalent to a
wedge of circles, and so the above LES shows that
the complement of a fiber-type linear, toric or ellip-
tic arrangement is K(⇡, 1).

The projection illustrated in the left-hand side restricts to a fibration on the complement. The one
on the right-hand side does not. Our goal is to characterize the subposets (circled orange in the
pitcure) that do correspond to fibrations.

SUPERSOLVABLE POSETS

Let P be a locally geometric poset.

An M-ideal of P is a pure,

join-closed order ideal Q ✓ P s.t.

• For z 2 Q any atom a 62 Q: z _ a 6= �.

• For every x 2 max P there is y 2 max Q s.t. y is modular in Px

Definition. P is supersolvable if there is a sequence of M-ideals

{0̂} = Q0 ✓ Q1 ✓ . . . ✓ Qk = P with Qi of height h(Qi) = i.

0̂

a

x

y

z

a _ zP

Q

Q-aubQ

SUPERSOLVABLE POSETS

Let P be a locally geometric poset.

An M-ideal of P is a pure,

join-closed order ideal Q ✓ P s.t.

• For z 2 Q any atom a 62 Q: z _ a 6= �.

• For every x 2 max P there is y 2 max Q s.t. y is modular in Px

Definition. P is supersolvable if there is a sequence of M-ideals

{0̂} = Q0 ✓ Q1 ✓ . . . ✓ Qk = P with Qi of height h(Qi) = i.

|a _ z| = 1

strictly

TM-ideal

0̂

a

x

y

z

a _ zP

Q
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FACTORIZATIONS [Bibby-D. ‘21]

Let P be a finite locally geometric poset.

Lemma. If Q is a TM-ideal of P with h(Q) = h(P) � 1, then

�P (t) =
�
t � |A(P) \ A(Q)|

�
�Q(t).

Theorem. If P is strictly supersolvable via Q0 ✓ . . . ✓ Qk, then
�P (t) = (t � a1) · · · (t � ak)

where ai := |A(Qi) \ A(Qi�1|

Note. This is not a necessary condition, see [Pagaria-Pismataro-Tran-Vecchi]
�� of �� PAGARIA �� ��.

F I G U R E � The weighted partition poset ��3 .

Thus, the divisionality of a poset is a sufficient condition for its factorability. The following
necessary and sufficient condition for a poset to be divisional is immediate from Definition �.�.
Note that the sum of all exponents of a divisional poset equals the number of atoms.

Theorem �.��. A locally geometric poset � of rank � is divisional if and only if there exists a chain,
called a divisional chain

�0 = �0 < �1 < � < ��,
such that rk(��) = � and ��� (�) divides ����1 (�) where �� �= ���� for each 1 � � � �. In this case,exp(�) = {�1, … , ��} where �� �= ��(���1)� � ��(��)�.
Remark �.��. The converse of Theorem �.� is not true in general. Namely, there exists a factorable
poset that is not divisional. An example from hyperplane arrangements is already mentioned in
Remark �.��. We give here an example of a poset that is not a lattice. In [��, Example �.�], the
weighted partition poset � �= ��3 of rank � is given with the characteristic polynomial �� (�) =(� � 3)2 (see Figure �). However, � is not divisional because ���� (�) = � � 2 does not divide �� (�)
for any atom �.

By Proposition �.�, the exponents of an inductive poset are defined naturally. The following
“addition” theorem for inductive posets follows readily from Definition �.� and Theorem �.�.

Theorem �.��. Let � be a locally geometric poset with � � � and let � � �.

(a) Suppose that � is not a separator of � . If � �� � �� with exp(� ��) = {�1, … , ���1} and � � � ��
with exp(� �) = {�1, … , ���1, ��}, then � � �� with exp(�) = {�1, … , ���1, �� + 1}.

(b) Suppose that � is a separator of � . If � �� � ��, � � � �� with exp(� ��) = exp(� �) ={�1, … , ���1}, then � � �� with exp(�) = {1, �1, … , ���1}.
The process of constructing an inductive poset � from the trivial lattice (or more generally,

from an inductive subposet generated by some atoms) by adding an atom one at a time with
the aid of Theorem �.�� is called an induction table. Each row of the table records the expo-
nents of � � and � �� and the atom � added at each step. The last row displays the exponents
of � .

We will see in Section � many examples of posets that are both inductive and geometric aris-
ing from abelian arrangements. Figure � depicts an inductive poset that is not geometric. (In
particular, it is not the poset of layers of an abelian arrangement by Theorem �.�.)
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�(t) = t2 � 6t + 9 = (t � 3)2

The characteristic polynomial of the poset in the
example is �(t) = t

2 � 4t + 4 = (t � 2)2. This poly-
nomial is divisible by (t � 2) (i.e., the characteristic
polynomial of the TM-ideal depicted in red) but not
by (t � 1) (i.e., the characteristic polynomial of the
M-ideal depicted in blue, which is not a TM-ideal).

Further reference for factorizations of characteristic
polynomials of geometric posets: [15]. See also [16].

FIBRATION THEOREM

Theorem. [Bibby-D. ‘21] Let A be an abelian arrangement

A is fiber-type if and only if P(A ) is supersolvable.

In particular, if A is linear, toric or elliptic, then A is K(�, 1).

Theorem. [Bibby-Cohen-D. ‘24+]

If A is a supersolvable toric arrangement, then �1(M(A )) is an iterated

semidirect product of free groups. (Almost direct if strictly supersolvable.)

Lemma. [Bibby-D. ‘21] If P is a geometric poset, G � P is translative and

Q ✓ P is G-invariant, then Q is an M-ideal if and only if Q/G ✓ P/G is.

Application. Bloch-Kato property of �1(M(A )). [D.-Marmo ‘24+]

THANK YOU!

”Takk skal du ha”
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