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1. Introduction

The existence of optimal solutions for optimization prob-

lems has been an essential research topic in optimiza-

tion theory.

It is well-known that a linear function attains its in-

fimum on a nonempty polyhedral set if it is bounded

from below on the set.



In 1956, Frank and Wolfe proved that a quadratic func-

tion attains its infimum on a nonempty polyhedral set

if it is bounded from below on the set.

In 1982, Andronov, Belousov and Shironin showed that

this result is still true if the quadratic objective function

is replaced by a cubic function.

In 2002, Belousov and Klatte established the existence

of optimal solutions for convex polynomial optimization

problems.



Very recently, for a polynomial optimization problem,

Pham provided necessary and sufficient conditions for

the existence of optimal solutions of the problem as

well as the boundedness from below and coercivity of

the objective function on the constraint set, where the

results are presented in terms of the tangency variety

of the polynomials defining the problem.



Since polynomials form a subclass of semi-algebraic

functions, it is natural to extend these results for semi-

algebraic optimization problems.

In this talk, we consider the problem of minimizing a

lower semi-continuous semi-algebraic function f : Rn →
R ∪ {+∞} on an unbounded closed semi-algebraic set
S ⊂ Rn.



Employing adequate tools of semi-algebraic geometry,

we first establish some properties of the tangency vari-

ety of the restriction of f on S.

Then we derive verifiable necessary and sufficient con-

ditions for the existence of optimal solutions of the

problem as well as the boundedness from below and

coercivity of the restriction of f on S.

We also present a computable formula for the optimal

value of the problem.



2. Preliminaries

Throughout this talk, we shall consider the Euclidean

vector space Rn endowed with its canonical scalar prod-
uct 〈·, ·〉 and we shall denote its associated norm ‖ · ‖.

The closed ball and the sphere centered at the origin

0 ∈ Rn of radius R > 0 will be denoted by BR and SR,
respectively.

For a function f : Rn → R∪{+∞}, we denote its effective
domain and epigraph by, respectively,

domf := {x ∈ Rn | f(x) < +∞},
epif := {(x, α) ∈ Rn × R | f(x) ≤ α}.



The function f is said to be lower semi-continuous if
for each x ∈ Rn the inequality lim infx′→x f(x′) ≥ f(x)
holds. The indicator function of a set S ⊂ Rn, denoted
δS, is defined by

δS(x) :=

0 if x ∈ S,
+∞ otherwise.



2.1 Normals and subdifferentials Here we recall the

notions of the normal cones to sets and the subdif-

ferentials of real-valued functions used in this paper.
([Mordukhovich, Rockafellar]).



Definition 2.1. Consider a set S ⊂ Rn and a point

x ∈ S.

(i) The regular normal cone (known also as the prenor-
mal or Fréchet normal cone) N̂(x;S) to S at x con-
sists of all vectors v ∈ Rn satisfying

〈v, x′ − x〉 ≤ o(‖x′ − x‖) as x′ → x with x′ ∈ S.

(ii) The limiting normal cone (known also as the basic
or Mordukhovich normal cone) N(x;S) to S at x
consists of all vectors v ∈ Rn such that there are

sequences xk → x with xk ∈ S and vk → v with
vk ∈ N̂(xk;S).



In particular, for all t > 0 and all x ∈ St, we have
N(x; St) = {µx | µ ∈ R}.



Functional counterparts of normal cones are subdiffer-

entials.

Definition 2.2. Consider a function f : Rn → R∪{+∞}
and a point x ∈ domf. The limiting and horizon subd-
ifferentials of f at x are defined respectively by

∂f(x) :=
{
v ∈ Rn

∣∣∣ (v,−1) ∈ N
(
(x, f(x)); epif

)}
,

∂∞f(x) :=
{
v ∈ Rn

∣∣∣ (v,0) ∈ N
(
(x, f(x)); epif

)}
.

Lemma 2.3. For any set S ⊂ Rn and point x ∈ S, we
have the representations

∂δS(x) = ∂∞δS(x) = N(x;S).



Theorem 2.4 [Fermat rule] [Mordukhovich]. Con-
sider a lower semi-continuous function f : Rn → R ∪
{+∞} and a closed subset S of Rn. If x ∈ domf ∩ S
is a local minimizer of f on S and the qualification con-
dition

∂∞f(x) ∩
(
−N(x;S)

)
= {0}

is valid, then 0 ∈ ∂f(x) +N(x;S).



2.2. Semi-algebraic geometry

Now, we recall some notions and results of semi-algebraic
geometry, which can be found in [Bochnak et al and Ha
et al.]

Definition 2.5. A subset S of Rn is called semi-algebraic

if it is a finite union of sets of the form

{x ∈ Rn | fi(x) = 0, i = 1, . . . , p; fi(x) > 0, i = p+1, . . . , q},
where all fi are polynomials. In other words, S is a union
of finitely many sets, each defined by finitely many poly-

nomial equalities and inequalities.



A map f : S → Rm is said to be semi-algebraic if its
graph

{(x, y) ∈ S × Rm | y = f(x)}
is a semi-algebraic set.



A major fact concerning the class of semi-algebraic sets

is its stability under linear projections.

Theorem 2.6 [Tarski–Seidenberg theorem]. The
image of any semi-algebraic set S ⊂ Rn under a pro-

jection to any linear subspace of Rn is a semi-algebraic

set.



Remark 2.7. As an immediate consequence of the

Tarski–Seidenberg Theorem, we get semi-algebraicity
of any set {x ∈ A : ∃y ∈ B, (x, y) ∈ C}, provided that
A,B, and C are semi-algebraic sets in the correspond-
ing spaces. Also, {x ∈ A : ∀y ∈ B, (x, y) ∈ C} is a semi-
algebraic set as its complement is the union of the com-
plement of A and the set {x ∈ A : ∃y ∈ B, (x, y) 6∈ C}.
Thus, if we have a finite collection of semi-algebraic

sets, then any set obtained from them with the help of

a finite chain of quantifiers is also semi-algebraic.



Definition 2.8. Let S, T and T ′ be semi-algebraic sets,
T ′ ⊂ T, and let f : S → T be a continuous semi-algebraic
map. A semi-algebraic trivialization of f over T ′, with
fibre F, is a semi-algebraic homeomorphism h : F ×T ′ →
f−1(T ′), such that f ◦ h is the projection map F × T ′ →
T ′, (x, t) 7→ t.

We say that the semi-algebraic trivialization h is com-
patible with a subset S′ of S if there is a subset F ′ of
F such that h(F ′ × T ′) = S′ ∩ f−1(T ′).



Theorem 2.9 [Hardt’s semi-algebraic triviality]. Let
S, T be two semi-algebraic sets, f : S → T a continuous
semi-algebraic map, {Si}i=1,...,p a finite family of semi-
algebraic subsets of S.

Then there exists a finite partition of T into semi-
algebraic sets T = ∪qj=1Tj and, for each j with f−1(Tj) 6=
∅, a semi-algebraic trivialization hj : Fj × Tj → f−1(Tj)
of f over Tj, compatible with Si, for i = 1, . . . , p.



The following well-known lemmas will be of great im-

portance for us.

Lemma 2.10 [monotonicity lemma]. Let f : (a, b)→
R be a semi-algebraic function.

Then there are finitely many points a =: t0 < t1 < · · · <
tp := b such that for each i = 0, . . . , p − 1, the restric-
tion of f to the interval (ti, ti+1) is analytic, and either
constant, or strictly increasing or strictly decreasing.



Lemma 2.11 [growth dichotomy lemma]. Let
f : (0, ε)→ R be a semi-algebraic function with f(t) 6= 0
for all t ∈ (0, ε).

Then there exist constants a 6= 0 and α ∈ Q such that
f(t) = atα + o(tα) as t→ 0+.



Lemma 2.12 [curve selection lemma at infinity].
Let S ⊂ Rn be a semi-algebraic set, and let
f := (f1, . . . , fm): Rn → Rm be a semi-algebraic map.
Assume that there exists a sequence {xk}k≥1 ⊂ S such
that limk→+∞ ‖xk‖ = ∞ and limk→+∞ f(xk) = y ∈
(R)m, where R := R ∪ {±∞}.

Then there exists an analytic semi-algebraic curve
φ : (R,+∞)→ Rn such that φ(t) ∈ S,
for all t > R, limt→+∞ ‖φ(t)‖ =∞ and limt→+∞ f(φ(t)) =

y.



Lemma 2.13 [path connectedness]. (1) Every semi-
algebraic set has a finite number of connected compo-

nents and each such component is semi-algebraic.

(2) Every connected semi-algebraic set S is
semi-algebraically path connected: for every two points

x, y in S, there exists a continuous semi-algebraic curve
φ : [0,1]→ Rn lying in S such that φ(0) = x and φ(1) =

y.

Lemma 2.14 [piecewise continuity of semi-algebraic
functions]. Given a semi-algebraic function f : S → R,
where S is a semi-algebraic subset of Rn,

there is a finite partition of S into path connected semi-

algebraic sets C1, . . . , Cp, such that for each i = 1, . . . , p,
the restriction of f on Ci is continuous.



As a consequence of the curve selection lemma at in-

finity, we have the following fact.

Corollary 2.15 [Pham]. Let S ⊂ Rn be a semi-algebraic

set.

Then S is unbounded if and only if there exists a real

number R > 0 such that the set S ∩ St is nonempty for

all t > R.



We close this section with the following fact ([Ioffe,
Pham]).

Lemma 2.16 [Chain Rule] [Ioffe]. Consider a lower
semi-continuous and semi-algebraic function f : Rn →
R ∪ {+∞} and a semi-algebraic curve φ : [a, b]→ domf.

Then for all but finitely many t ∈ [a, b], the maps φ and
f ◦ φ are analytic at t and satisfy

v ∈ ∂f(φ(t)) =⇒ 〈v, φ̇(t)〉 =
d

dt
(f ◦ φ)(t),

v ∈ ∂∞f(φ(t)) =⇒ 〈v, φ̇(t)〉 = 0,

where φ̇(t) := d
dtφ(t).



3. Tangencies

In order to formulate and prove the main results of the

paper, we need some notation and auxiliary results.

Throughout the talk, let f : Rn → R ∪ {+∞} be a lower
semi-continuous and semi-algebraic function and let S

be a closed semi-algebraic subset of Rn such that the

set domf ∩ S is nonempty and unbounded.

Definition 3.1. By the set of critical points of f on
S we mean the set

Σ (f, S) := {x ∈ domf ∩ S | 0 ∈ ∂f(x) +N(x;S)} .

By the Tarski–Seidenberg theorem (Theorem 2.6), Σ(f, S)
is a semi-algebraic set. Moreover, we have, by Lemmas

2.13 and 2.14, the following lemma.



Lemma 3.2. f (Σ (f, S)) is a finite subset of R.

By Lemmas 2.10 and 2.16, we have the following lemma,

Lemma 3.3. There exists a real number R > 0 such

that for all t > R and all x ∈ S ∩ St we have

N(x;S) ∩
(
−N(x; St)

)
= {0}.

By Lemma 3.3, we have the following lemma,

Lemma 3.4. There exists a real number R > 0 such

that for all t > R and all x ∈ S∩St we have the inclusion

N(x;S ∩ St) ⊂ N(x;S) +N(x; St).



Definition 3.5. We say that the qualification condition
((QC) for short) holds if

∂∞f(x) ∩
(
−N(x;S)

)
= {0} for all x ∈ domf ∩ S.

We say that the qualification condition at infinity ((QC)∞
for short) holds, if there exists R > 0 such that

∂∞f(x)∩
(
−N(x;S)

)
= {0} for all x ∈ (domf∩S)\BR.

Note that if f is locally Lipschitz, then ∂∞f(x) = {0}
for all x, and so the conditions (QC) and (QC)∞ hold.

Lemma 3.6. If (QC)∞ holds, then there exists R > 0
such that for all t > R and all x ∈ domf ∩ S ∩ St,

∂∞f(x) ∩
(
−N(x;S ∩ St)

)
= {0}.



Definition 3.7. By the tangency variety of f on S, we
mean the set Γ(f, S) := {x ∈ domf ∩ S | there exists
µ ∈ R such that 0 ∈ ∂f(x) +N(x;S) + µx}.

Observe that Γ(f, S) is a semi-algebraic set containing
Σ(f, S). Moreover, we have

Lemma 3.8. Assume that (QC)∞ holds. Then the
tangency variety Γ(f, S) is nonempty and unbounded.



By Lemma 2.14, there is a finite partition of Γ(f, S)
into semi-algebraic sets Ci, i = 1, . . . , ` such that the
restriction of f on Ci is continuous.

Applying Hardt’s triviality theorem (Theorem 2.9) for
the continuous semi-algebraic function

ρ : Γ(f, S)→ R, x 7→ ‖x‖,
we find a real number R > 0, semi-algebraic sets Fi, i =
1, . . . , ` and a semi-algebraic homeomorphism

h : (∪`i=1Fi)× (R,+∞)→ Γ(f, S) \ BR
such that h(Fi× (R,+∞)) = Ci \BR for i = 1, . . . , ` and
the following diagram commutes:

Γ(f, S) \ BR (R,+∞)

(∪`i=1Fi)× (R,+∞)

ρ

h
π



where π is the projection on the second component of
the product, i.e., π(x, t) = t. Since Fi is semi-algebraic,
the number of its connected components, say, pi, is
finite.



So, Ci\BR has exactly pi connected components, which
are unbounded semi-algebraic sets. Therefore,

we may decompose the set Γ(f, S) \ BR as a disjoint
union of finitely many semi-algebraic sets Γk, k = 1, . . . , p :=∑`
i=1 pi such that the following conditions hold:

(i) Γk is connected and unbounded;

(ii) for each t > R, the set Γk ∩ St is nonempty and
connected; and

(iii) the restriction of f on Γk is continuous.



Corresponding to each Γk, let

fk : (R,+∞)→ R, t 7→ fk(t),

be the function defined by fk(t) := f(x), where x ∈
Γk ∩ St. The definition is well-posed as shown in the
following lemma.

Lemma 3.9. Assume that (QC)∞ holds. For all R
large enough and all k = 1, . . . , p, the following state-
ments hold:

(i) The function fk is well-defined and semi-algebraic;

(ii) The function fk is either constant or strictly monotone;

(iii) The function fk is constant if and only if Γk ⊂
Σ(f, S).



For any t > R, the set domf ∩ S ∩ St is nonempty and
bounded. Since f is lower semi-continuous and semi-
algebraic, the function

ψ : (R,+∞)→ R, t 7→ ψ(t) := min
x∈S∩St

f(x),

is well-defined and semi-algebraic. With this definition,

we have the following three lemmas;

Lemma 3.10. Assume that (QC)∞ holds. Then for R
large enough, the following statements hold:

(i) Any two of the functions ψ, f1, . . . , fp either coincide
or are distinct.

(ii) ψ(t) = mink=1,...,p fk(t) for all t > R.



(iii) There is an index k ∈ {1, . . . , p} such that ψ(t) =
fk(t) for all t > R.



Lemma 3.11. Assume that (QC)∞ holds. Then

lim
t→+∞

ψ(t) = min
k=1,...,p

λk.

Lemma 3.12. We have

lim
t→+∞

ψ(t) ≥ inf
x∈S

f(x)

with the equality if f does not attain its infimum on S.



4. Results

Let f : Rn → R∪ {+∞} be a lower semi-continuous and
semi-algebraic function and let S be a closed semi-

algebraic subset of Rn such that the set domf ∩ S is
nonempty and unbounded.

Consider the constrained optimization problem:

minimize f(x) subject to x ∈ S. (P)



Following the approach in [Pham], we provide verifiable
necessary and sufficient conditions for the existence of
optimal solutions of the problem (P) as well as the
boundedness from below and coercivity of the restric-

tion of f on S. We also present a computable formula
for the optimal value of the problem.



Keeping the notation as in the previous section, we can
write Γ(f, S) \ BR = ∪pk=1Γk, where each Γk is an un-
bounded connected semi-algebraic set. Corresponding

to each Γk, the semi-algebraic functions

fk : (R,+∞)→ R, t 7→ fk(t) := f |Γk∩St,

are well-defined, and so are the real numbers

λk := lim
t→+∞

fk(t) ∈ R ∪ {±∞}.

Also, recall that the semi-algebraic function ψ : (R,+∞)→
R is defined by

ψ(t) := min
x∈S∩St

f(x).

Here and in the following, R is chosen large enough so

that the conclusions of Lemmas 3.3, 3.4, 3.6, 3.9 and

3.10 hold.



4.1. Boundedness from below

In this subsection we present necessary and sufficient

conditions for the boundedness from below of the ob-

jective function f on the constraint set S.

Theorem 4.1. Assume that (QC)∞ holds. Then f is
bounded from below on S if and only if it holds that

min
k=1,...,p

λk > −∞.



In what follows we let

K := {k | fk is not constant}.
By the growth dichotomy lemma (Lemma 2.11), we
can assume that each function fk, k ∈ K, is developed
into a fractional power series of the form

fk(t) = akt
αk + lower order terms in t as t→ +∞,

where ak ∈ R \ {0} and αk ∈ Q.

Theorem 4.2. Assume that (QC)∞ holds. Then f is
bounded from below on S if and only if for any k ∈ K,

αk > 0 =⇒ ak > 0.



The following result shows that to compute the optimal
value of the problem (P) it suffices to know the finite
set f(Σ(f, S)) and the values λk, k = 1, . . . , p.

Theorem 4.3. Assume that (QC) holds. Then

inf
x∈S

f(x) = min

{
min

x∈Σ(f,S)
f(x), min

k=1,...,p
λk

}
.



4.3. Existence of optimal solutions

In this subsection we provide necessary and sufficient

conditions for the existence of optimal solutions to the
problem (P). We start with the following result.

bf Theorem 4.4. Assume that (QC) holds. Then f
attains its infimum on S if and only if it holds that

Σ(f, S) 6= ∅ and min
x∈Σ(f,S)

f(x) ≤ min
k∈K

λk.



Theorem 4.5. Assume that (QC) holds. Then the set
of all optimal solutions of the problem (P) is nonempty
compact if and only if it holds that

Σ(f, S) 6= ∅, min
x∈Σ(f,S)

f(x) ≤ min
k∈K

λk,

and min
x∈Σ(f,S)

f(x) < min
k 6∈K

λk.



4.4. Coercivity

The function f is coercive on the set S if for every
sequence xk ∈ S such that ‖xk‖ → +∞, we have f(xk)→
+∞. It is well known that if f is coercive on S, then f
achieves its infimum on S.

A necessary and sufficient condition for the coercivity

of f on S is as follows.

Theorem 4.6. Assume that (QC)∞ holds. Then the
following statements are equivalent:

(i) The function f is coercive on S.

(ii) λk = +∞ for all k = 1, . . . , p.



5. Examples

In this section we give examples to illustrate our main

results.

Example 5.1. Let S := R2 and f(x, y) := x2 + |y|. A
direct calculation shows that N((x, y);R2) = {(0,0)},
∂∞f(x, y) = {(0,0)} (as f is locally Lipschitz) and that

∂f(x, y) =


{(2x, ξ) | ξ ∈ [−1,1]} if y = 0,
{(2x,1)} if y > 0,
{(2x,−1)} if y < 0.

It follows that Σ(f,R2) = {(0,0)} and

Γ(f,R2) = [R× {0}] ∪ [{0} × R \ {0}] ∪ {(x, y) | x ∈ R, y = ±
1

2
}.



Hence, for R > 1
2, the set Γ(f,R2) \ BR has eight con-

nected components:

Γ±1 := {(±t,0) | t > R} ,
Γ±2 := {(0,±t) | t > R} ,

Γ±3 :=


(
t,

1

2

)
| t >

√
R−

1

4

 ,
Γ±4 :=


(
t,−

1

2

)
| t >

√
R2 −

1

4

 .
Consequently, the restriction of f on these components
are given by

f |Γ±1
= t2, f |Γ±2

= t,

f |Γ±3
= f |Γ±4

= t2 +
1

4
.



Thus

λ±1 = λ±2 = λ±3 = λ±4 = +∞.
The results presented in the previous section show that

the set of global minimizers of f on S is nonempty
compact and that

inf
(x,y)∈R2

f(x, y) = min
(x,y)∈Σ(f,S)

f(x, y) = f(0,0) = 0.

Furthermore, in light of Theorem 4.6, f is coercive.



Example 5.2. Let S := R2 and f(x, y) := x+ y. Then,
by simple calculations, we have

Γ(f,R2) = {(x, y) | x = y}.
For R > 0, let Γ1 := {(t, t) | t ≥ R} and let Γ2 :=
{(−t,−t) | t ≥ R}. Then we see that the restriction of
f on these components are given by

f |Γ1
=
√

2t, f |Γ2
−
√

2t.

So, we have

λ1 = lim
t→∞

f |Γ1
= +∞, λ2 = lim

t→∞
f |Γ2

= −∞.

and thus, by Theorem 4.1, f is not bounded from below

on S.



Example 5.3. Let S := R2 and f(x, y) := (xy−1)2+|y|.
We have N((x, y);R2) = {(0,0)}, ∂∞f(x, y) = {(0,0)}
(as f is locally Lipschitz) and

∂f(x, y) =

 {(0,−2x+ ξ) | ξ ∈ [−1,1]} if y = 0,
{(2(xy − 1)y,2(xy − 1)x+ 1)}, if y > 0,
{(2(xy − 1)y,2(xy − 1)x− 1)}, if y < 0.

It follows that Σ(f,R2) = [−1
2,

1
2]× {0} and

Γ(f,R2) = Σ(f,R2)∪{(x, y) | g+(x, y) = 0, y > 0}∪{(x, y) | g−(x, y) = 0, y < 0},

where g±(x, y) := −2x3y+ 2xy3∓x+ 2x2−2 y2. Then
we can see that∗ for R large enough, the set Γ(f,R2)\BR

∗The computations are performed with the software Maple, us-
ing the command “puiseux” of the package “algcurves” for the
rational Puiseux expansions.



has eight connected components:

Γσ,1 : x := (−t−1 − 1
2
σ t2 +O

(
t4
)
), y := (−t−1 − 1

4
σ t2 +O

(
t4
)
),

Γσ,2 : x := (1
3
t−1 + 3

2
σ t2 +O

(
t4
)
), y := (−1

3
t−1 + 3

4
σ t2 +O

(
t4
)
),

Γσ,3 : x := (−2 t+ 4 t3 +O
(
t4
)
), y := (−1

2
t−1 − t+ 2 t3 +O

(
t4
)
),

Γσ,4 : x := (t−1 + 2 t− σ t2 − 4 t3 +O
(
t4
)
), y := (t− 1

2
σ t2 − 2 t3 + 3σ t4),

where σ = ±1 and t → ∓0 for k = 1,2,3, and t → ±0
for k = 4. Then substituting these expansions in f we

get

f |Γσ,1 = (t−4 − 2 t−2 + 1
2 σ t

−1 + 1 +O (t)),

f |Γσ,2 = ( 1
81t
−4 + 2

9t
−2 − 5

18 σ t
−1 + 1 +O (t)),

f |Γσ,3 = (−1
2 σ t

−1 − σ t+ 2σ t3 +O
(
t4
)
),

f |Γσ,4 = (σ t− 1
4 σ

2t2 − 2σ t3 + 2σ2t4 +O
(
t5
)
).

It follows that

λσ,1 = λσ,2 = λσ,3 = +∞, λσ,4 = 0.



In light of Theorem 4.1, f is bounded from below. Note
that

f |Σ(f,R2) ≡ 1 > 0 = min
k=1,...,4

λσ,k.

Hence, by Theorem 4.4, f does not attain its infimum.
In view of Theorem 4.3, we have

inf
(x,y)∈R2

f(x, y) = 0.

Furthermore, by Theorem 4.4, f is not coercive.



Example 5.4. Let f(x, y) := min{x + y,1} and let
S := R2

+. Then the function f is semi-algebraic and

(QC) holds. Note that the function f is continuous
and concave. Then it follows from [Ioffe, Proposition
7] that we have

∂f(x, y) =


{(0,0)} if x+ y > 1,
{(0,0), (1,1)}, if x+ y = 1,
{(1,1)}, if x+ y < 1.

Moreover, by a simple calculation, we see that

N((x, y);S) =


−R2

+ if (x, y) = (0,0),
{0} × (−R+), if x > 0, y = 0,
−R+ × {0}, if x = 0, y > 0,
{(0,0)}, if x > 0, y > 0,

and so,
Γ(f, S) = {(x, y) ∈ S | x = y, x+ y < 1} ∪ {(x, y) ∈ S | x+ y ≥ 1}

∪{(x, y) ∈ S | x = 0, y > 0} ∪ {(x, y) ∈ S | x > 0, y = 0} ∪ {(0,0)}.



Note that

Σ(f, S) = {(x, y) ∈ S | x+ y ≥ 1} ∪ {(0,0)}

Now, for R > 1, let Γ1 := Γ(f, S) \ BR. Then we have
f |Γ1

≡ 1, and so λ1 = limt→∞ f |Γ1
= 1. Thus,

min
(x,y)∈Σ(f,S)

f(x, y) = 0 < 1 = λ1.

By Theorem 4.5, the set of all optimal solutions of f
on S is nonempty compact, that is {(0,0)}. Moreover,
it follows from Theorem 4.6 that the function f is not
coercive on S.



Example 5.5. Let S := R2
+. Consider the following

function from R2 to R :

f(x, y) =

{
0, if (x, y) ∈ A,
1, if (x, y) /∈ A,

where A := {(x, y) | x ∈ R, y ≥ 0}. Note that the
function f is lower semi-continuous and semi-algebraic,
but not local Lipschitz. Note also that Normal cone

to S at x is same in Example 5.4. So, by a direct

calculation, we see that

∂f(x, y) =

{
{0} × (−R+) if x ≥ 0, y = 0,
{(0,0)}, if x ≥ 0, y > 0.

and Γ(f, S) = R2
+. Let Γ1 := Γ(f, S) \ BR for R > 0.

Then we have f |Γ1
≡ 0, and so, λ1 = limt→∞ f |Γ1

= 0.



Note that Σ(f, S) = R2
+. Then we see that

min
(x,y)∈Σ(f,S)

f(x, y) = 0 = λ1.

So, it follows from Theorem 4.4, f attains its infimum
on S, that is, 0. Moreover, by Theorem 4.5, we see that
the set of all optimal solutions of f on S is nonempty,
but not compact.
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